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Abstract—Due to the fast developments of 5G and IoT
technologies, Inter-Datacenter (Inter-DC) networks are facing
unprecedented pressure to duplicate large volumes of geograph-
ically distributed user data in a real-time manner. Meanwhile,
with the expansion of Inter-DC networks scale, link/node failures
also become increasingly frequent, negatively affecting the data
transmission efficiency. Therefore, link failure recovery methods
become of utmost importance. Many works investigated fast failure
recovery, yet none of them consider the deployment overhead of
such recovery schemes. While in this article, we found that the side-
effect of deploying recovery strategies and the future availability of
the recovered transmissions are also crucial for fast recovery. So we
propose a fast and low-redundancy failure recovery framework,
FLAIR, which consists of a fast recovery strategy FRAVaR and
a redundancy removal algorithm ROSE. FRAVaR takes full
consideration of deployment overhead by minimizing shuffle
traffic. On its base, ROSE regularly eliminates the cumulative
rerouting redundancy by removing unnecessary routing updates.
The experiment results on 4 realistic network topologies show that
FLAIR successfully reduces up to 48.2% deployment overhead
compared with the state-of-the-art solutions, and thus reduces up to
70.2% recovery speed and improves up to 36 % network utilization.

Index Terms—Inter data center network, failure recovery,
routing optimization.

1. INTRODUCTION

N RECENT years, user data from edge network is continu-
I ously growing, which requires near real-time transmissions
between geographically distributed data centers (DCs). In order
to keep pace with such large number of data transmissions,
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Internet Service Providers (ISPs) are extending their Inter-DC
networks at an incredible speed. For example, Google tripled
its Inter-DC network B4 [1] scale to carry its data traffic which
has increased by 100 times in five years [2]. At the same time,
the requirement for network availability has also increased even
to over 99.99% [3], because even second network failure will
cause 100GBs network traffic loss and even affect ISP’s global
services [4]. In the real network environment, link failure are
becoming more and more frequent with the expanding inter-DC
network scale. According to the report in [5], in a practical
Inter-DC wide area network with about 200 routers and 6000
links, the probability of link failures in every 5 minutes is close
to 25%, and that in every 10 minutes is approximately 40%.
The Inter-DC network needs a fast failure recovery framework
to handle such frequency failures and improve its availability.
Many previous efforts have focused on designing near optimal
recovery schemes. These works can be classified into two cate-
gories. 1) Pre-failure resource reservation. Redundant resources
like bandwidth or paths will be reserved before data transmis-
sions. When failure occurs, the reserved resources will be used to
maintain network availability. This kind of solution is adopted by
previous works such as FFC [5] and SMORE [6]. FFC [5] limits
the transmission bandwidth for network congestion caused by
failure recovery. In SMORE [6], many routes are combined into
one flexible group and backed up with each other via R a cke’s
oblivious routing algorithm [7]. 2) After-failure recovery. For
example, TEAVAR [8] allocates as many routers as possible,
with a low probability of failure, and achieves link availability by
redistributing flows to other links. The above work has very good
results in calculating the optimal recovery plan, but in order to
achieve fast failure recovery in real networks, it is also necessary
to take the deployment overhead into consideration. Otherwise,
with high deployment overhead, it will still result in slow overall
recovery speed even if with an optimal recovery plan. The
existing solutions, to our best knowledge, fail to address the
following three key concerns in real inter-DC scenarios.
Deployment overhead: The measurements in [9] show that up-
dating routing rules takes noticeable time. For example, chang-
ing only one routing rule requires up to 466 rule movements in
routing tables. Updating 20 K rules results in millisecond-level
delays. While the completion time of most transmissions is less
than a few milliseconds (90% of the traffic between DCs is less
than 200KB [10], and the bandwidth is GB-level) Therefore,
those “optimal strategies” that require a large number of routing
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updates is likely to cause a large number of small flows to
retransmit, leading to low recovery efficiency.

Heavy traffic shuffle: Recovery plans always results in a large
number of flow path adjustments with innumerable transmis-
sions, especially in large Inter-DC networks. These flows, whose
transmission paths are adjusted, are called “shuffled” flows.
During the rerouting process, these shuffled flows require a lot
of time to deal with out-of-order packet arrivals, congestion, and
packet loss. These processes contribute take significant time to
the overall failure recovery process. Therefore, we need a new
method that can limit the amount of shuffled traffic to accelerate
overall failure recovery.

Routing redundancy: Frequent failure recovery brings redun-
dancy to the global routing which will finally degrade net-
work performance. Even with the best optimizations, 4 ms
control plane failure recovery still produces 2.4% routing re-
dundancy [11], which would possibly result in longer path and
longer transmission delay. Therefore, we point out that after fre-
quent failure recovery, global routing needs to be re-optimized
to mitigate redundancies.

To address the above problems, we propose FLAIR, a fast
failure recovery framework. In expanding our conference paper
FRAVaR [12], we have developed and incorporated a new system
component called "ROSE”, effectively combining both into an
integrated system for enhanced functionality. FLAIR constitutes
two major parts: a fast failure recovery algorithm (FRAVaR)
and a routing optimization algorithm (ROSE). FRAVaR is a
two-phase algorithm with rerouting and traffic shuffling. To
minimize the deployment overhead and reduce traffic shuffle,
we propose Incremental Rerouting (IR). IR isolates link failures
within a limited range of networks by carefully selecting a
few available links to replace the failed ones. The reduction of
routing update speeds up recovery strategy deployment. Then,
we adopt Value at Risk theory (VaR) [13] to devise a flow
shuffle scheme, which further increases the availability of our
reroute results. When FRAVaR is executed multiple times and
the accumulated redundancy exceeds a certain threshold, ROSE
will be triggered to eliminate the routing redundancy. Based on
the State Estimation (SE) model, ROSE searches and imple-
ments the global optimal routing plan. First, based on routing
state modeling, it estimates whether there are redundancies in
existing routing based on SE theory to estimate routing state
under linear time complexity. Then, for those redundant routing,
ROSE searches for best state routing with a heuristic algorithm.
We evaluate the performance of FLAIR on four real large-scale
Inter-DC network topologies (AGIS, ATT, Global Center, and
IBM). Experiment results show that FLAIR reduces up to 48.2%
deployment overhead compared with the state-of-the-art solu-
tions, thence improves network utilization by at most 36.0% and
reduces overall recovery time by up to 70.2%.

The main contributions of this paper are as follows:

e We for the first time disclose the deployment overhead to
achieve fast failure recovery in real large-scale inter-DC
networks.

® We propose a fast failure recovery framework FLAIR,
which constitutes two novel algorithms (i.e., FRAVaR and
ROSE). FRAVaR introduces an incremental reroute algo-
rithm /R and a traffic shuffle algorithm based on VaR.
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Fig. 1.  Flow size distribution of Inter-DC network data sets.

ROSE estimates the routing state with State Estimation
(SE) theory and eliminates unnecessary routing updates.

® We evaluate the performance of FLAIR on four real Inter-
DC topologies and demonstrate the effectiveness of FLAIR
on reducing the deployment overhead and accelerating
overall failure recovery speed.

The remainder of this paper is organized as follows. We
discuss the challenges of Inter-DC network failure recovery and
motivate the design of FLAIR in Section II. In Section III we
briefly introduce the recovery principle and process of FLAIR.
Then, we introduce the specific framework model in Sections IV
and V. We then show evaluations of FLAIR and other recovery
solutions, including the implementation settings and results in
Section VI. We review related work about failure recovery in
Section VII. Finally, we conclude the paper in Section VIII.

II. MOTIVATION

We find that, intuitively, the deployment overhead is one of
the obstacles to fast link recovery. In the traditional routing
mechanism, SDN controller sends out new routing rules to
routers that new routing paths traverse, and these routers update
the new rules into their routing table. But at the same moment,
there are thousands of flows on the paths and they have to wait
for the update to complete. When failures occur, the network
stops transmitting these flows, deploys a new routing strategy,
rebuilds connections, and restarts transmission. Over this pro-
cess, the problem is that the updating speed is not faster than
the transmission of most packets and re-transmission introduces
significant delays. To locate the next hop in routing tables within
a fraction of a millisecond, Ternary Content Addressable Mem-
ory (TCAM)), for its concurrent and efficient searching structure,
is broadly installed in routers as the proprietary memory to store
routing tables.

Unfortunately, unlike the efficiency in searching, updating
rules in TCAM is not swift enough. We show the flow size
distribution in Inter-DC networks from two large data sets,
FBHadoop [10] in Fig. 1(a) and WebSearch [14] in Fig. 1(b).
More than 90% of flows’ sizes are less than 120 KB in FBHadoop
and approximately 99% of flows’ sizes in WebSearch are within
4 MB. That is to say, in 400 G Inter-DC networks, almost
every flow finishes transmission within 0.1 milliseconds, while
the time cost of updating 20 K routing rules is a hundredfold.
And that is what hinders a fast link failure recovery. Although
optimizations for TCAM [15], [16] require fewer entry moves
and less time cost, the latency caused by routing rule updates
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Link capacity: 10
3 flows: s1> s5, 52255, s4-—>s5

All the flows have to be re-scheduled

(a) Initial traffic distribution

(b) Global scheduling

Low risk of rerouting in the future

. P, =0.1
Only one flow is re-scheduled dawnfsd. 2]

Pdown(s1,54)=Pdown(s3,5=0.001

(c) Incremental scheduling

(d) FRAVaR scheduling

Fig. 2. Network example of recovery rerouting.

is hard to be ignored compared to the flow completion time in
high-speed networks [17].

Besides, restarting transmission is never a slight task and it
is likely to influence applications. For instance, flow connection
establishment needs TCP connection establishment first, which
consumes at least 1.5 Round-Trip-Time (RTT) and also CPU
resources. In this case, CPU resources assigned to handle the
transmission sharply rise , leaving fewer CPU resources for
other works. As a result, the performance of both the network
and those applications dependent on the hosts (e.g., distributed
machine learning), drops down. And this is the reason why the
scale of flows’ re-transmission matters significantly in network
performance.

FLAIR is first motivated by the observation that although
global rerouting achieves better scheduling performance, it
causes a larger scale of flow shuffle, which further intro-
duces many negative effects: 1) The controller has to solve
a global optimization problem, which is highly complex and
time-consuming. 2) The network has to update more routing
rules in the routers on the reroute paths. 3) Shuffling from one
path to others leads to the release and reconstruction of session
connections, bringing additional delays to flows’ completion
times (FCT).

We illustrate our motivation in the example shown in Fig. 2.
By default, all flows are routed following the ECMP rules.
Fig. 2(a) shows an initial traffic distribution with four flows,
fli §1 — S3 — S5, fg: SS9 — S5, f33 S4 — S3 — S5, and f4 :
s4 — s5. The dashed curves represent flows and the numbers
represent the traffic volume they carry. When link s; — s3
fails, the controller re-computes all the transmissions and adjusts
flow assignment like Fig. 2(b), i.e., f1 to s1 — s2 — s5. This
strategy requires updating all the flows in this network, to deploy
its rescheduling result. Recall the complex deployment process
shown at the beginning of this section, so many rescheduled
transmissions certainly bring high deployment overhead.

However, if we adjust f; to s; — s3 — S35 — S5, as shown
in Fig. 2(c), other flows would not be affected anymore and
thus avoids re-transmission. Although it’s not the optimal trans-
mission path for f; compared to Fig. 2(b), only two routers
need to be reconfigured and all the other routers can remain the
same as before so that f; can be rescheduled quickly and the
whole network can fast react to link failures. This also isolates
these link failures within only one path s; — s3 — s5, making
it unable to affect other flows outside this range. Such isolation
also contributes to reducing computation complexity.

While Fig. 2(c) seems to be a better choice when all the links
are equally stable, it is not good enough when different links
have different failure probabilities. As shown in Fig. 2(d), if
the failure probability of link s1 — s2 is 0.1, while that of link
s1 — s4and s4 — s3 are both 0.001, there would be a great risk
that the scheduling results in Fig. 2(c) which is unstable because
f1 is more likely to fail again leading to more rescheduling in the
future. In contrast, the assignment in Fig. 2(d), which enjoys a
more stable path, can shuffle fi to s; — s4 — s3 — s5 toresult
in a recovery schedule that enjoys higher availability.

It is not difficult to find that in the process of global recovery,
80% of nodes need to deploy new routing rules. In the incremen-
tal recovery process, routing updates only need to be deployed
on 60% of nodes. Obviously, in the global recovery, the four
flows only need a 6-hop routing to complete the transmission
and traverse through fewer redundant links. However, it needs
to deploy routing updates on more nodes and it also causes a large
number of flows that might not need rescheduling. Incremental
recovery achieves a similar recovery effect with less deployment.
Flows need a 7-hop routing, while routing updates and flow
shuffle are fewer.

Nevertheless, Fig. 2(c) and (d) introduce routing redundancy.
Considering that Inter-DC network is much more complicated
with an increasing number of links, the global recovery requires
alarge number of shuffled flows and long latency due to updating
routing rules. What makes matters worse is that it also increases
the FCT which is affected by re-transmissions. With the illustra-
tive example above, we can see that incremental scheduling can
speed up the recovery by only adjusting the affected flows rather
than computing a global optimal re-transmission scheme. And,
we further note that incremental scheduling should take link fail-
ure probability into account to reduce the risk of rescheduling.
Meanwhile, the incremental rerouting achieves little updating
overhead at the cost of routing redundancy. In Fig. 2(c) and (d),
the path from sl to s5 is not the optimal one. Additionally the
redundancy would accumulate and finally degrades transmission
performance due to a longer propagation delay. Subsequently,
the routing needs to be re-optimized after the frequent recovery.
This motivates the design of FLAIR, which reveals the potential
of reacting to link failures in near real-time at the scale of tens
of thousands of links with different failure probabilities.

In brief, incremental rerouting distinguishes itself from tradi-
tional link protection approaches [6], [18], [19] by significantly
reducing the overall deployment overhead and simplifying the
computational complexity involved in network reconfiguration
following a link failure. From the previous artificial example, we
have shown that it is more efficient for only part of the network
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Fig. 3. The workflow diagram of FLAIR’s structure.

to participate in failure recovery while trading off a negligible
performance impact. FLAIR brings in the following benefits:
1) fewer changes of routing rules, 2)smaller scales of shuffle
traffic and 3) low-redundant routing, which greatly speeds up the
process of the network recovering from failures and returning to
a normal operation state.

III. SYSTEM OVERVIEW

Motivated by the above discussion, FLAIR comes up with
a very simple idea, less is better. The fewer routes we adjust,
the fast reaction we achieve. The fewer flows we shuffle, the
fast recovery we achieve. FLAIR consists of two main com-
ponents, FRAVaR and ROSE. When network failures occur,
FLAIR first starts FRAVaR to complete fast rerouting and flow
re-transmission. After repeatedly recovering from failure, ROSE
starts for routing optimization during the network idle period.

Fig. 3 shows the internal operation process of FLAIR. First,
FRAVaR tries to adjust the minimum number of transmissions
that are already built up.Following this principle, we narrow
the range of reroutes within a local part of the network while
still maintaining the performance. Along the way, we propose
IR, an incremental reroute algorithm. IR adjusts routing rules
only on a short route bypass the failed link and carefully selects
rerouting paths by the breadth-first-searching (BFS) algorithm
which promises completeness of routes recovery. We use the
visited tags generated by BFS to guarantee all the routes are
disjoint. In this way, IR isolates link failures into a small domain
of the network. Based on IR, we then strengthen FRAVaR by
introducing a minimum loss flow shuffle algorithm based on the
Value at Risk theory. Specifically, we calculate the mathematical
expectation of the flow shuffle scale, or so-called “risk”, and
minimize it by solving a linear programming problem. We
combine VaR with IR and introduce FRAVaR in more detail
in the next section.

Second, ROSE aims to achieve the same routing purpose
with as few routing rules as possible. To this end, ROSE in-
troduces a routing state model that takes failure probability,
path capacity and routing hops into consideration. Drawing on
this model, ROSE leverages heuristics to find highly available,
low-redundancy routes. The process incurs notable overheads—
as re-computation and updates for routing between data cen-
ter pairs are frequently necessary. To solve this problem, we
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introduce SE theory to fast estimate routing state under linear
computational complexity. The main idea of SE is to convert
routing optimization to a graph optimization problem. Then, we
derive the condition for which a routing under the best state
should meet, through abstract mathematical proof. As long as
the routing between any two DCs satisfies the condition, ROSE
determines that the routing needs no update and therefore, it
reduces the complexity by eliminating unnecessary parts of the
routing optimization.

IV. FRAVAR DESIGN

In this section, we first introduce a network model and next
FRAVaR’s detail design by modelling it as a two-phase solution,
IR as the incremental rerouting algorithm and Var as the minimal
flow shuffle algorithm.

A. Network Model

In the beginning, we consider an Inter-DC network G =
(V, E)) with nodes V and directed links E. The link from node ¢
to node j is simply denoted as ¢j and c;; is the capacity of link
7. A route r is the set of head-to-tail links and, for example, a
route from node a to f is expressed as r = ab, b, cd, df. R is
the general set of routes. A flow is defined as f and the demand
scale of it is defined as dy. Then, the scale of f allocated to
route 7 is defined as x7. 3"/ denotes whether link 77 is available,
which ¢y = 0 indicates that ij is broken and y*/ = 1 means i
is available. Similarly, " defines the availability of route . The
failure probability of link 77, when considering link failure as a
mutually independent event, is simply a decimal p;; between 0
and 1.

B. Incremental Rerouting

Although a global schedule brings an optimal performance
in throughput, utilization, availability, MLU, etc, it also slows
down the processing speed of recovery, and the time delay is
elongated. A little sacrifice of performance would extremely
improve recovery speed. Here comes two design principles
behind IR.

A trick to boost efficiency: In traditional traffic engineering
(TE), recovery algorithms are running on the whole network.
Global failure recovery solutions can achieve good performance
in many ways, but not all. The scale of links chosen to recover
the network needs to be pruned to improve recovery efficiency.
When a link failure occurs, global recovery algorithms take the
whole network into consideration, making the scale of route
space too large to explore and resulting in extremely high compu-
tation overhead. So the critical point of our fast recovery solution
is to reduce the exploration space while maintaining network
performance. An intuitive idea is to focus on a subset of the
network which recovering on the sub-network achieves a close
resilience performance to recovering on the whole network.
Following this idea, we design a local search algorithm for
rerouting to isolate failures.

Avoiding Shared Risk Link Group (SRLG): SRLG is one of
the problems that reroute algorithms try to avoid. A SRLG is a
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Algorithm 1: Incremental Reroute (IR) Method.

Input: G, ij, n
QOutput: P
c:=0;
push ¢ into minimum heap Q;
while ¢ < n and Q not empty do
T :=top of Q;
pop Q;
h := last node of T}
foreach hk € E, vis[hk] = false and k ¢ T do
set T =T,
push k into 77,
if £ = j then
‘ push 7" into P;
ci=c+ I;
else
push 77 into Q;
vis[lg] := true, Vlg € SRLGy,

group of links that share the common resources. In link failure
recovery problems, it indicates multiple paths share the common
links. They “share” the failure risk when they share the same link
and whenever this shared link fails, each route that traverses
this SRLG goes down. This makes it one of the most critical
situations because the network has to recover multiple routes
simultaneously. Moreover, the shared link in SRLGs restricts
the available capacity to the flows traversing the routes. As
a solution, we enhance IR by examining the visited tags and
achieve an SRLG-disjoint reroute algorithm.

Here we introduce an incremental reroute algorithm of our fast
recovery framework, IR, and show it in Algorithm 1. IR scans
the Inter-DC network G, collects failure links(e.g., i), counts
the number of expected rerouting routes(e.g., n), and designates
a subset of the network, denoted as P. IR then applies BFS on P
and implements it with a minimum heap ). Moreover, IR marks
a visited tag on the nodes when they are traversed so that later
searches refuse to select these nodes with the visited tag. The
visited tag provides two guarantees: 1) With the help of BFS,
it ensures that when a node is reached, hops of the route are
minimal; and 2) the Intersection of routes is avoided. Through
the visited tag and BFS, IR offers a set of rerouting paths P with
mutually disjoint and shortest paths.

IR introduces minimum heap Q) to accelerate the search
process. BES uses extensive time and space to store the adjacent
nodes and choose the best one from them. Referring to other
graph searching algorithms like Dijkstra, GBFS, and A-Star, a
common characteristic of them is the introduction of a priority
queue to reduce selection time and used space. At the same
time, we define a cost function f; to sort the heap, while the
top of the heap is the link with minimal f;. For example,
in A-Star, the cost function is f;, = Distance(source, k) +
Distance(k, destination). Here we introduce a cost function
for IR, which considers both capacity and resilience.

Chk

fre = pni - ()

max

Fig. 4. Example of IR searching process.

Where h is the current node being travelled and k is one of
the adjacent nodes. cp,,x 1S the maximum capacity of all the
available links. With the help of minimum heap, IR chooses the
link with the minimal cost within time cost O(logK), where K
is the number of links in the sub-network.

Fig. 4 shows an example of how IR searches n = 3 rerouting
routes for a link failure (i.e., link 11 (DC4, DCG) is broken).
First we begin with node DC4 and get four links adjacent to
it. That is, link 2 to DC1, link 4 to DC?2, link 5 to DC'3, and
link 6 to DC'5. We mark visited tags on DC'1, DC?2, DC'3, and
DC’5. And the next round, we get ten routes derived from the
previous four routes and they are {Link 2, Link 1}, {Link 2,
Link 3}, {Link 4, Link 3}, {Link4, Link7}, {Link 4, Link 8},
{Link 5, Link 1}, {Link 5, Link 10}, {Link 5, Link 9}, {Link
6, Link 7} and {Link 6, Link 14}, while six of them meet the
nodes with visited tag and are abandoned. For example, the first
route, {link 2, link 1}, reaches DC3 which has been marked a
visited tag by route {link 5} and it denotes that the hop of {link
2, link 1} is more than {link 5}. Among the rest four routes,
we obtain a reroute route, {link 5, link 10}, and three routes
for the next round. Then, in the third round, we get four routes
{Link 4, Link 8, Link 12}, {Link 6, Link 14, Link 15}, {Link
4, Link 8, Link 13} and {Link 5, Link 9, Link 16}, while the
first half of them are valid (the optimal path). Thus, IR obtains
three SRLG-disjoint rerouting routes with minimum hops and
finishes searching.

C. Flow Shuffle and Formulation

We design a risk evaluation function to describe the expec-
tation of the loss for the flow shuffle scheme and formulate a
flow shuffle problem within this function. A natural solution to
evaluate the expectation of flow loss is to simulate every possible
scenario in which every subset of surviving links fails. The time
complexity is O(2") where N is the number of links in network
G. Obviously, such time complexity growing with the size of the
network is unacceptable. Now, with IR narrowing the scale of
the network, the time complexity is reduced to O(2%) where K
is the number of links in the sub-network, and in most cases, we
have K < N and thus making reactive computation of these
scenarios more practical.
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Here we introduce the probability of these scenarios. First
we denote a scenario as ¢ and the availability of link ¢7 in ¢ is
denoted as /. That s, in scenario ¢, link i is available (y = 1)
or down (yéj = 0). And route availability y, is derived from the
following expression:

i~ T

hker

@)

We obtain the probability of link failures from historical records,
and the probability p, of scenario ¢ to occur is naturally the
probability of paths combinations as follows:

po= [ [0 *v) + (1= pij) = (1 —yi)] .
ije

3)

For the reason that the scenarios unlikely to occur are of little
value and little risk, we prune the scenarios with p, < 1076,
Then, we introduce the percentage of flows NOT meeting the
demands. Despite different link capacities on Inter-DC network,
the loss is capable of measuring by proportion. Thus, the loss of
scenario ¢ is formulated as follows:

eq:Z[l_

f

Where 0, is the loss and d s is the demand of flow f. The notation
[a]4+ means 0 when v < 0 and it guarantees that in extreme
situations, like network overload, the loss is not less than 0.
Especially, in the scenario that all links are available, the loss is
0. So the “risk” © of the re-allocation scheme is given as

O => pyby.
q

So far, we have finished the construction of our framework and
the objective is clearly defined. The formulation of the “risk”
problem is shown as follows:

“

®)

min ©
st (2)—(5)
Zx'f <¢j,Vijer 6)
f
(7)

T

Notably, constraint (6) specifies that the allocated share of all
flows is not greater than the minimal link capacity of the path
and it provides guarantees for minimum congestion control in
the network. Constraint (7) indicates that all the shuffled data of
a flow is not less than its demand. Note that, linear programming
gets no solution in some corner cases. Especially in the cases
where most of the network breaks down while the data request
is still large, it is impossible to meet constraints (6) and (7)
simultaneously and hence a balanced distribution should be
implied. Even though these are extreme situations, in most cases
the LP is solvable.

In Appendix A, available online we provide a performance
bound of FRAVaR and explain the reason why IR is based on
the BFS algorithm.
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V. ROSE DESIGN

In this section, we introduce FLAIR’s routing optimization
method namely ROSE. To this end, we present a state model to
evaluate the path status. Based on this model, we explain how
to search paths that are under the “best” state and how to reduce
computation and deployment overhead with SE theory.

A. The Path State Model

In the failure recovery framework, the state of the path is de-
cided by the transmission distance, the capacity of links and the
failure probability. Based on the network model in Section IV-A,
we propose a micro model to describe path status. First, the
capacity of the path is determined by the minimum capacity of
links that it traverses [20]

®)

¢ = min¢;j.
ijer

Similarly, the failure probability of a path is determined by

the mathematical expectation of failure probability of links that
it traverses

pr= (1= ] (1 =pi))

ijeT

€))

For the reason that it is hard to measure the accurate trans-
mission distance, we use routing hops 7, to indicate the actual
distance of path r. Therefore, the state of path  could be defined
by the weight ®,. as below

o, = Cr 'pr'
Mr

We define a path under the optimal state as the path with the

highest weight among all paths.

o, > d-VF € R.

(10)

(1)

Where R’ is the set of paths that connects the same source and
destination nodes as path 7.

B. Path Search Over the State Model

Based on the micro model of the path state, we use a heuristic
method to search for the optimal path. As shown in Algorithm 2,
it searches the highest weighted path between two nodes ¢ and j.
Node set UN and V' N separately contain the nodes selected in
path 7;; and the nodes not selected. In the beginning, it pushes
node ¢ into the selected node set U V. In each epoch, it selects a
node k from V' N, based on the largest sum of ®,., and ®,., .. At
the end of each epoch, it pushes the selected node of this cycle
into UN and erases it from V' IN. Then, it updates the weight of
nodes in V N with the nodes in U N. Here, the weight of <I>Tk7.
is roughly predicted by the existing routing. '

C. Leveraging State Estimation (SE) Theory

The heuristic method promises that the optimal path is search-
able, while the computation and deployment overhead is still
too high. Suppose that the Inter-DC network has N nodes,
then the controller has to compute N? paths for each node
pair, which introduces O(N?3) ~ O(N*) overhead. Hence, we
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Algorithm 2: Heuristic Path Search Method.
Input: G, ij
Output: 7;;

push ¢ into node set UN;

while j ¢ UN do

foreach w € UN do

O, =0;

D, =0;

foreach v adjacent to u do

if®, v+, >, +&,, then

k :=v;
Tik = Tiu + U5

T"Uj

push k into UN;
record k into 7;;;
| update ®,,, Vk € VN;

leverage State Estimation (SE) theory to reduce the overhead.
The main idea of SE is that it estimates the state of paths and
eliminates the computation and deployment of existing paths if
the paths are already in the optimal state. In reality, SE realizes
this with graphical and mathematical tools.

First, we assume that paths before failure are in an optimal
state. It indicates that the paths, which are out of the range of
failure effect, are optimal. SE denotes the set of these paths with
V', while set U denotes the paths affected by failures. The status
of the path in U is unknown for the reason that it contains the
recovery routing and new links are introduced, which leads to
changes in path capacity and failure probability, and the increase
of routing hops.

SE converts the estimation problem to a graph-proof problem.
It views the network topology G as a graph and each path  in set
U is a subgraph Gy = (V1, E1) of G. Any other path 7 in R’ is
also a subgraph Go = (V3, Es) of G. We use n and m to denote
the number of nodes in G; and GG, and use p; and ps to denote
the highest link failure probability of GG and the average link
failure probability of G's. We propose Theorem V.1 to provide a
basic estimation.

Theorem V.1: For VG, if G satisfies mp; — mnpy < m —
n, and ¢, > cr, path 7 is under optimal state.

Proof of Theorem V.1 is shown in Appendix B, available
online. Theorem V.1 reduces the computation overhead, while it
still needs to search the whole network for all the paths in R’. The
computation overhead of acquiring these paths is unacceptable
as well. Hence, we propose Theorem V.2, which completes the
task by relaxing certain conditions of Theorem V.1. The symbol
definition of Theorem V.2 is a bit different. We use 7 to denote
the path with the minimum number of links in R’ and use G
to denote the subgraph of 7. m indicates the number of nodes
in 7. Then, we define subgraph G1 = G — G4 and denote p»

as the average of link failure probability of Gj. c’le denotes

the maximum link capacity of subgraph G. Finally, we have
Theorem V.2 as below:

Theorem V.2: If mp; — mnps < m —n and ¢, > C/Gl, path
r is under optimal state.

TABLE I
DETAILS OF THE INTER-DC NETWORK TOPOLOGIES

Topology Name #. of DCs #. of links
ATT North America 25 112
IBM 18 48
GlobalCenter 9 72
AGIS 25 60

Proof of Theorem V.2 is shown in Appendix C, available
online. Through Theorem V.2, SE just needs to search the
path with the minimum number of links and the state of the
existing path r is clearly known. Once SE detects that existing
path r is under optimal state, it erases all the paths that share
the same recovery routing with r from set U, which sharply
cuts down computation and deployment overhead of the routing
optimization process.

VI. EVALUATION

In this section, we evaluate the performance of FLAIR and

the experiment results show that:

1) FLAIR reduces the failure recovery time by 70.2% on av-
erage compared with the state-of-the-art failure recovery
solutions.

2) While reducing the failure recovery time and availability
risk, FLAIR also maintains comparable performance on
network throughput and achieves up to 36.0% utilization
improvement.

3) FLAIR minimizes the influence of recovery on traffic and
reduces the scale of shuffle flows by 29.8% on average
compared with other evaluated solutions. In extreme sce-
narios, the outperformance is up to 90.7%.

4) ROSE optimizes the routing with up to 46.4% utilization
improvement and SE can achieve a 48.2% deployment
overhead reduction at most.

A. Experiment Setting

We conduct a series of simulation experiments to evaluate the
performance of FLAIR. For simulations, we use Gurobi [21]
as the optimization framework. We then develop a data-driven
simulation software, which runs on a Windows 10 platform with
an AMD Ryzen5 2600 processor. It consists of three major
components:

Simulation data source: The following describes the data used
in our simulations which includes:

e Topology: Our simulations use four real Inter-DC network
topologies: ATT, IBM, GlobalCenter, and AGIS, which
are real Inter-DC network topologies extracted from the
internet topology zoo [22]. These networks cover situations
from looseness to compactness. Table I shows the size of
the networks and Fig. 5 shows the abstract structure of
each topology. Among these topologies, ATT is the largest
network with 112 Inter-DC links while IBM is the smallest
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(c) GLOBAL CENTER

(d) IBM

Fig. 5. Geographic distribution of the typical inter-DC networks.

with 48 Inter-DC links. Global Center and ATT are denser
than the other two topologies.

e Traffic profile: The online traffic volume on each link for
every interval was monitored and recorded from a big
ISP’s Inter-DC network in real time. Simulated offline
traffic requirements were derived from the capacities and
utilization of the links, with each request delineated as a
set of six elements: demand identification, time of arrival,
time due, volume of traffic, originating DC, and target DC.
In order to align with practical scenarios, the generated
offline traffic demands slightly exceeding the available
capacity of the remaining link. Additionally, the arrival
times, deadlines, originating and destination DC for offline
traffic were determined in a random manner. Due to the
need for confidentiality and privacy, the traffic dataset will
not be made public.

® Failure Information: We generate failure information for
each network topology in chronological order. For each
link e, we build a failure probability array ¥, following
Weibull distribution and in each epoch, we generate one
random decimal ¢, € [0, max V] for e, and track e whether
its failure probability becomes greater than .. Then, if this
happens, the link e would fail (i.e., when ¥, > 1).). Note,
in this mode, the larger network will be given more failures,
which is in line with reality.

Algorithm library: We divide the failure recovery process into
two phases: 1) reroute; 2) flow shuffle. In the first step, we
develop the rerouting algorithms and start them whenever the
network detects link failures. Right after that, we shuffle flows to
recovery routes by solving the problem via linear programming.

Tracers: We designed a monitoring program written in C++
language, including a thread pool for evaluation. Each time
failures occur, several tracer threads are triggered to log the
performance of the algorithms, which includes time consump-
tion, utilization, availability, and scale of traffic impacted by
rerouting. Since tracer threads are parallel to the main process,

IEEE TRANSACTIONS ON CLOUD COMPUTING, VOL. 12, NO. 2, APRIL-JUNE 2024

[ Volatility

FFC

* Mean
+  Outlier

Soss
2
S 98.0
=S
£975
<

FLAIR

=

96.04

L=

FFC

Availability(%)

95.54 T

SMORE

TEAVaR
AGIS

SMORE FLAIR TEAVaR

ATT

y

bility
£R
(S
Availability(%)

Z 96,0
95.04

=

TEAVaR FFC
GLOBAL CENTER

94.04

FLAIR SMORE FLAIR TEAVaR

IBM

FFC SMORE

Fig. 6.
works.

Availability performance over four algorithms on four Inter-DC net-

it is promised to pose little overhead on the performance of the
recovery algorithms.

B. Methodology

We compare FLAIR with three other solutions: TEAVaR,
FFCs, and SMORE. The recovery process of FLAIR (namely
FRAVaR) introduces Value-at-Risk (VaR) in its TE mechanism,
and strikes balance between throughput and availability. FFC,
recovers the network from failures by assuming there are at most
k failures occurring at once and reserving part of link capacity
to be ready for rescheduling. In the experiments, FFCs refers to
FFC with the assumption of at most 2 failures happening at the
same time. SMORE prepares resilient route sets with Ricke’s
oblivious routing algorithm for traffic schedule and potential
failures, which to some extent is similar to the idea of IR.

C. The Performance of FLAIR Framework

First, we evaluate the FLAIR framework as a whole, inte-
grating both design components (i.e., FRAVaR and ROSE). We
compare FLAIR with the aforementioned three other algorithms
on four topologies. We evaluate each algorithm twenty times and
record availability and utilization, during which we introduce
maximum link utilization (MLU) to measure utilization. Under
the same traffic demand, MLU reflects the network utilization
level, which network is in a state of a higher overall utilization
while MLU is less. Here the availability level refers to the
proportion of satisfied traffic demand under the same failure
frequency. In MLU evaluation, we reduce the traffic demand in
case of 100% MLU, in which case the congestion occurs and
affects evaluation results. The traffic demand on MLU evaluation
absolutely stays the same.

Availability: As shown in Fig. 6, FLAIR achieves the best
availability over four recovery algorithms, while the improve-
ment is small. We observe that, in the four Inter-DC networks,
FLAIR outperforms the other three algorithms by 1.14% on
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works.

average in terms of availability. This indicates that all four algo-
rithms have achieved high performance on availability evenly.
Nevertheless, the volatility of FLAIR is minuscule and there
is no outlier in FLAIR, which means FLAIR is more stable in
availability performance. In smaller Inter-DC networks (AGIS
and IBM), the stability of FLAIR is inconspicuous. In larger
networks (ATT and Global Center), the availability of FLAIR
is significantly higher and more stable. This shows that FLAIR
achieves good scalability in terms of availability.

Utilization: Fig. 7 shows the MLU evaluation results. As
discussed below, MLU reflects the average utilization level of
the network and a lower MLU indicates a better utilization
performance. FLAIR reduces the MLU by 36.0% at most com-
pared to the other algorithms on the four Inter-DC network
simulations. Simultaneously, FLAIR has 0 outlier points show-
ing high stability on performance, whereas other algorithms all
have outliers (TEAVaR and FFC in AGIS, SMORE in Global
Center). In AGIS and IBM simulations, the MLU performance
of four algorithms is close, while in ATT and Global Center,
the upsides of FLAIR are still significant, which also shows
excellent scalability. Moreover, in larger Inter-DC networks,
FLAIR distributes traffic more evenly to each link.

D. The Performance of FRAVaR

Recovery time: As mentioned above, we start the traffic flow
in the Inter-DC network and then generate the link failure events
following a Weibull distribution for each network topology. Each
time failures occur, we record the consumed time between failure
occurrences until all rescheduled tasks are complete. We also
start a tracer to follow these rescheduled traffic flows. Then,
we accumulate the consumed time by the order of failures and
show the average time consumption in Fig. 8(a). The changing
amplitude of the gradient of accumulation is not large in the
four algorithms so it is obvious that the time consumption of
each epoch is broadly consistent. TEAVaR is the most time-
consuming algorithm overall and after TEAVaR, FFC, and

Recovery Time(Avg) FRAVaR WM TEAVaR @ FFC SMORE

s{ —e- FRAVAR
- TEAVAR
©] -+ SMORE
5] -~ FFC

Cumulative Time (100ms)
Throughput(%)

i s 4 )
Failure Times

Availability(%)

(a) Comparison on recovery time (b) Comparison on maximum throughput
with different failure times (av- with different network availability require-
erage value under the 4 network ment (average value under the 4 network
topologies). topologies).

Fig. 8. Network throughput after failure occurrence.

SMORE are separately the second and third time-consuming
algorithms, while FRAVaR consumes the least time, which is
attributed to the effectiveness of FRAVaR’s incremental routing
algorithm.

Throughput and availability: We calculate the network avail-
ability with a post-processing simulation [8] from which we
generate scenarios of the current network state. For each sce-
nario, we try to send the entire demands through the network and
record whether the network can satisfy the demands. The ratio of
the unsatisfied demand with respect to the total demand reflects
the availability level of the network. We present the average
throughput and availability level into one plot and show them in
Fig. 8(b). With the increase in availability level requirements,
the throughput of all four methods evaluated dropped. TEAVaR
achieves the best balance between throughput and availability
while the network throughput in the case of SMORE drops
significantly. In contrast, the performance of both FRAVaR
and FFC, are relatively stable and comparable to TEAVaR.
Generally, we note that with minor trade off of the throughput
and availability, FRAVaR achieves significantly faster recovery
process.

Traffic shuffle scale: Next, we use a micro-benchmark to
evaluate the scale of shuffle traffic among the algorithms. Upon
failure, we track and note the variation in traffic for each link
pre and post-rescheduling. Consider link e, where traffic spikes
from 5 Gbps at failure to 10 Gbps post-recovery, reflecting a
5GB increment. We accumulate the change on each link by
order of epoch and refer to it as the rerouted traffic. See Fig. 9
for the experimental results, where the z-axis is the failure times
order by epoch and the y-axis is the cumulative scale of rerouted
traffic. Over the four network topologies, FRAVaR affects the
least amount of traffic during the rescheduling while the impact
of TEAVaR and FFC, is noticeably more than the other two
algorithms. The results support our view that the recovery time
positively correlates with the rerouted traffic scale.

In networks of large topologies like ATT and AGIS, the
superiority of FRAVaR is highlighted. In these topologies, the
three algorithms other than FRAVaR shuffle more traffic while
FRAVaR can maintain low levels of rescheduling scale. In
contrast, in small topologies, like GlobalCenter, the advantage
of FRAVaR is not significantly obvious. These observations
demonstrate that a recovery algorithm is more likely to impact
more traffic during rescheduling when it covers large Inter-DC
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Fig. 9. Comparison of the scale of traffic rerouted by four failure recovery

algorithms over four network topologies. The z-axis is the failure times order
by epoch and the y-axis is the cuamulative scale of traffic rerouted (metric: 10 GB).

networks and so in larger networks, the impact will be more
pronounced. In such cases, FRAVaR maintains stable degrees of
impact thanks to IR, which prunes reroute space into a stable
scale regardless of network size. The network size impact on
rerouted traffic scale is universal. Therefore, the difference in
shuffle traffic scale over the four algorithms, in small topologies,
is smaller than that of the large topologies.

E. The Performance of ROSE

We use another micro-benchmark to evaluate the long-term
impact of failure recovery and the benefits of ROSE in reducing
the failure impact. We set FRAVaR as the baseline to evaluate the
performance of ROSE and analyze the role of routing optimiza-
tion after failure recovery. Throughout the micro-benchmark, we
set a failure frequency to trigger ROSE and optimize the routing
of the whole network. We use a counter to record the number of
failure occurrences and whenever it reaches the predetermined
frequency (or threshold), the counter clears the record and starts
ROSE. We adjust the preset failure frequency trigger over the
four network topologies to evaluate the performance of ROSE in
different environments. Finally, we take the average value as the
performance result under the corresponding failure frequency
and network topology.

Availability: Similar to Section VI-D, we generate all possible
scenarios from the current network state when it completes
either the failure recovery or the operations of ROSE. The
availability level is the proportion of satisfied traffic demands.
Fig. 10(a) shows the improvements in availability from ROSE,
where x-axis is the preset failure frequency trigger and y-axis is
the evaluated network topology. The availability performance of
ROSE is represented as the improvement compared to the base-
line. We observe that the routing optimization of ROSE provides
at most 13.3% availability improvement and at least 2.1%, while
the improvement is 3.7% on average. In general, FRAVaR as a
baseline already provides a high-level of availability which is
close to the availability level of the global optima. Nevertheless,
there are still interesting results behind these evaluations. We
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note that, with the increase of trigger failure frequency, the
improvement of ROSE increase as well. It reflects the fact
that routing redundancy resulting from failure recovery keeps
accumulating and ROSE’s benefits become prominent. With the
increase of link/node ratio (as shown in Table I), ROSE provides
a better performance, which means that ROSE achieves good
scalability because it brings higher gains in larger Inter-DC
networks.

Utilization: We introduce maximum link utilization (MLU)
as the network utilization indicator and evaluate the MLU dif-
ference before ROSE is invoked and after ROSE finishes its
task. Fig. 10(b) shows the MLU reduction from ROSE. ROSE
provides up to 46.4% utilization improvements and 37.3% on
average. With the increase in failure frequency, the improve-
ments in the utilization performance from ROSE increases. This
indicates that routing redundancy caused by failure recovery
results in an additive effect and ROSE is able to eliminate this
impact. Similarly, with the increase in the link-to-node ratio,
ROSE provides a higher improvement in terms of the MLU.
We note two vital results: 1) in larger and denser networks,
failure recovery would cause more severe routing redundancy,
and 2) with the decrease of available links, the performance of
ROSE becomes closer to that of the baseline failure recovery
(i.e., FRAVaR).

Overhead: There is still an important part of ROSE. SE
theoretically reduces routing deployment overhead by reducing
unnecessary routing updates. We set a tracker to evaluate the
proportion of routing rules that SE rejects to update during
the ROSE process and show it in Fig. 10(c). We find that SE
reduces routing deployment overhead by up to 48.2% and by
25.4% on average. Meanwhile, with the ascending link-to-node
ratio, SE provides a higher reduction in deployment overhead,
which means improved scalability. This indicates that in a large
network topology, the difference between the routing of failure
recovery and the globally optimized routing is minor. With
the ascending of preset failure frequency, the improvement in
deployment overhead from SE declines. This shows that even
though, routing redundancy accumulates with the increase in
failure recovery, there is a decline in the best-state routing.

VII. RELATED WORK

In this section, we introduce and discuss the related work.

A. Failure Recovery

Existing failure recovery work can be roughly divided into
proactive and reactive solutions. Proactive work implements
recovery mechanisms before failure by reserving network re-
sources. SMORE [6], which comprehensively considers two
aspects of traffic engineering. Specifically, it uses R a cke’s
oblivious routing algorithm [23], [24] to select a low extension,
diversified, and load-balanced path set and dynamically adjusts
the transmission rate [25], [26], [27], [28]. Considering only
the availability of the network, TI-LFA [18] proposes an ideal
backup and recovery scheme by preparing backup routes and
switching to the backup link directly in case of failures, which
undoubtedly makes the failures recovery very fast. However, the
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Fig. 10. Improvement of ROSE compared with FRAVaR.

main bottleneck is the time cost of backup computation which
could cost several hours. R3 [19] adds a virtual demand on each
available link and reserves bandwidth resources for recovery
which may be used in case of link failures. FFC [5] ensures
the stability of failure recovery through redundant links to in-
crease efficiency. CFR-RL [29] considers the negative effects of
rerouting and from the perspective of minimizing the rerouting
probability, it leverages Reinforcement Learning (RL) method
to identify key flows. Sentinel [30] introduces an optimized LP
process [31], [32] into recovery but it introduces undesirable
redundancy. Suchara et al. [33] flexibly split traffic flows over
multiple backup routes.

Reactive work makes recovery decisions right after failure
and it guarantees a higher transmission performance when the
network is normal. TEAVaR [8] focuses on the balance of
network utilization and availability. It reduces the rerouting
probability by leveraging VaR [13] to formulate a loss function
for evaluating the failure risk. TEAVaR also uses the decision tree
pruning method to simplify the rerouting. Its traffic scheduling
method inspired our algorithm in this paper. BlastSheild [4]
slices a large network into tidy domains and recovers within
a small range, which is somehwat similar to IR but the size of
domains in BlastSheild is fixed. LFA-FRR [34], [35] avoids the
formation of loops during routing recovery. MPLS TE FRR [36]
introduces MPLS in failure recovery in order to accelerate the
recovery process.

B. Routing Optimization

Routing optimization, a long-standing topic with various
custom solutions, falls into non-heuristic, heuristic, or machine
learning categories. Traditional non-heuristic methods, such as
BFS, DFS, and Dijkstra [36], though straightforward, do not ad-
equately address redundancy minimization or failure recovery.

Similarly, some of the existing heuristic methods are based
on path planning algorithms, like A-Star and D-Star [37]
which inherit the same spirit of non-heuristic methods (e.g.,
Dijkstra). Follow-up efforts were dedicated to overcoming
their drawbacks. For instance, to achieve load balancing and
high availability with limited TCAM space, Xu et al. [38]
considered TCAM capacity as an LP constraint and proposed
approximate methods for path-finding. Another work leveraged

Failure Frequency
(b) Utilization

Failure Frequency

(c) Deployment overhead

genetic algorithms to collect network information and proposed
GA-TBR [39] to select routes which guarantee the Quality
of Service (QoS) of wireless sensor networks. Moreover, the
minimum energy-cost problem was used as a proxy and Lu
et al. [40] proposed a two-stage linear programming solution
based on a min-cost multi-commodity flow model.

Finally, most machine Learning methods aim to support
routing algorithms by reducing the deployment overhead. For
example, Deep Extreme Learning Machine (DELM), com-
monly used in classification, is leveraged to propose ISDN [41]
which reduces the discreteness in Cognitive Routing Optimiza-
tion (CRO). Another work leveraged the multi-agent meta-
reinforcement learning method and proposed MAPPO [42] to
achieve an adaptive routing optimization problem optimization
for traffic engineering under fixed and variable demands.

These works focus mainly on distributing the traffic efficiently
across the network, reducing the likelihood of congestion and
overcoming potential bottlenecks and overheads. While these
works may not directly address route redundancy nor failure
recovery, they partly contribute to solving these issues and
provide a building block and inspiration for algorithms such
as FLAIR which can help efficiently address these issues.

VIII. CONCLUSION

In this paper, we discuss the importance and challenges of fast
recovery with low deployment overhead in Inter-DC network. To
this end, we introduce a two-phase solution FLAIR comprised
of two key components, namely FRAVaR and ROSE. FRAVaR
cleverly selects fewer links to reroute with an incremental
rerouting algorithm IR, and then it formulates a flow shuffle
schedule by converting it into a traffic scale reduction problem
with Value-at-Risk theory. ROSE aims to reduce the redundancy
introduced by FRAVaR. To achieve this, State Estimation (SE)
theory is used to perform routing optimization and reduce rout-
ing updates. The evaluation results show that FLAIR not only
reduces the deployment overhead by 25.4% but also outperforms
the state-of-the-art algorithms by reducing recovery time by 70%
on average while saving 29.8% shuffle flow scale. FLAIR is
also shown to achieve comparable performance on both network
throughput and availability.
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