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Abstract— Software-defined networking (SDN) has been widely
deployed due to its centralization and programmable features.
However, these new features bring new threats at the same time.
Previous studies have shown that SDN covert channels can be
built with a privileged adversary that controls SDN key compo-
nents, such as controller applications or SDN switches. In this
paper, we propose new SDN covert timing channels between hosts
without controlling applications, controllers, or having access to
switches. Experiments in a real SDN testbed demonstrate the
feasibility and effectiveness of our covert channels. To defend
against the covert timing channels, we design a defense system
named CovertGuard, which utilizes the timing characteristics
of the covert channels’ delays to detect and eliminate covert
channels effectively.

Index Terms— Covert channels, software-defined networking
(SDN), defense.

I. INTRODUCTION

SOFTWARE-DEFINED networking (SDN) [1], [2] sep-
arates data and control planes. As SDN standardizes

southbound and northbound interfaces, network administrators
typically do not need to design and implement different man-
agement and control software for different types of network
devices [3]. Hence, the cost of network management and
control is significantly reduced. Large companies such as
Microsoft, Google, Amazon, and Alibaba Cloud have deployed
SDN networks in their cloud networks on a large scale [4],
[5]. They have developed various SDN applications for traffic
engineering [6], QoS policing and management [7], load
balancing [8], and security [9], etc. Moreover, SDN enables
researchers to conduct experiments and test new network
protocols [10].
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Although SDN brings many advantages and enables innova-
tions with centralized control, it may also introduce emerging
security threats. Particularly, some studies [11], [12], [13],
[14], [15] have discovered covert channels in SDN. Attackers
can secretly disclose sensitive information to remote collabo-
rators with covert channels and launch targeted attacks. Covert
channels cause significant harm to SDN since they can bypass
existing SDN security checks [16] and network access control
policies [17], [18] to transmit messages.

Recent studies [19], [20], [21], [22] discover that covert
channels can be built with different SDN mechanisms. SDN
proxy and rule expiry mechanisms can be exploited to
build covert timing and storage channels between controllers
and switches [19]. Moreover, critical information can be
secretly transmitted between switches through out-of-bound
forwarding when malicious switches encode information into
packet-in and packet-out messages [20]. Flow re-configuration
and switch identification mechanisms enable secret commu-
nications between switches by declaring a fake connection
to trigger path update or path reset operations [20], [21].
Covert storage channels can be built among hosts if an
adversary controls SDN applications to add conflicting flow
rules into switches [22]. However, successfully building these
covert channels requires a privileged adversary that can control
SDN key components, such as switches, controllers, or SDN
applications. It is challenging in practice since there are
many advanced countermeasures [23], [24], [25] to prevent
adversaries from compromising SDN key components.

In this paper, we present new covert timing channels
between hosts in SDN with unprivileged attackers. The key
insight is to utilize the limited processing capacity of switches
and the controller for proxy requests. Specifically, a host can
quickly generate many proxy requests, such as ARP request
packets, to increase packet processing delay on the controller
or remain idle to signal a “1” or “0”, respectively. Mean-
while, another host can sense the timing signal by generating
proxy packets to measure the round-trip time (RTT) since the
controller also processes its proxy packets. Hence, the two
hosts originally isolated and unable to communicate have now
established a covert timing channel.

We develop a systematic four-step approach to construct
an efficient covert timing channel capable of transmitting
continuous messages consisting of multiple bits. We start by
probing three parameters that are crucial for constructing a
covert timing channel: (1) the minimum speed of generating

1558-2566 © 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: Tsinghua University. Downloaded on March 26,2025 at 02:41:09 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0009-0002-0107-3183
https://orcid.org/0000-0001-8776-8730
https://orcid.org/0000-0003-2587-8517


2 IEEE/ACM TRANSACTIONS ON NETWORKING

SDN Proxy Request (SPR) packets to cause higher-than-
usual RTTs, (2) the duration during which a sender host
continuously sends SPR packets to increase the RTTs, and
(3) the duration that the sender host remains idle to wait for
the decrease of RTTs. In the second step, we synchronize the
start time and period of the covert channel between the sender
and the receiver hosts so that the message can be correctly
encoded and decoded. In the last two steps, the sender encodes
the message and transmits it by chronologically controlling
the delay, while the receiver detects the delay sequence and
decodes the message.

We build a real SDN testbed consisting of commercial
SDN switches and controllers to evaluate our covert timing
channels. Experimental results demonstrate that our covert
channels can achieve an accuracy exceeding 98.5% when
transmitting multiple bits without any error-correcting code.
During the covert information transmission, CPU usage and
control traffic throughput do not change significantly, which
shows the acceptable overhead of our covert channels. More-
over, we demonstrate the successful transmission of a 512-byte
TLS key within 10 minutes when the two hosts are under
surveillance and unable to communicate.

To defend against the covert timing channels between hosts
in SDN, we propose a defense system named CovertGuard.
It exploits latency and timing characteristics to detect and
eliminate covert channels. To reduce detection overhead,
CovertGuard initiates a coarse-grained detection process to
assess the presence of covert timing channels from a large
volume of flows. Subsequently, it analyzes a subset of relevant
traffic, identifying attackers by calculating the similarity of
various flows and covert channel delay sequences. Finally,
it eliminates the covert channels by installing flow rules
that block the flows associated with covert timing channels.
We conduct experiments to demonstrate that CovertGuard can
effectively defend SDN covert timing channels. Our results
show that CovertGuard can detect covert channels of different
speeds in real time with 98% accuracy.

We highlight our key contributions as follows:
• We present new covert timing channels between hosts in

SDN with unprivileged attackers.
• We comprehensively evaluate the covert timing channels

in a real SDN testbed.
• We design and prototype CovertGuard, which utilizes

delay and timing characteristics of covert channels to
effectively detect and eliminate covert channels.

The rest of this paper is organized as follows: Section II
illustrates our threat model. Section III presents our key
insights and the design of covert timing channels between
hosts in SDN and evaluates our covert channels. Section IV
describes our design and implementation of CovertGuard.
Section V discusses the limitations of CovertGuard. Section VI
reviews related work. Section VII concludes this paper.

II. THREAT MODEL

We assume that an attacker compromises some hosts in the
target SDN. It may either be insiders who own hosts or users
who rent hosts in the target network. For example, an attacker

can rent hosts through SDN-based cloud services [26]. In addi-
tion, an attacker may compromise hosts through credential
stuffing attacks [27], phishing attacks [28], etc. We assume
that the SDN switches, the OpenFlow controller, and its appli-
cations are trusted. We also assume that the control channel
is trustworthy and may be encrypted. Since there are strict
access control policies and advanced security enhancements
for controllers and switches [23], [24], [25], we do not assume
that an attacker can compromise SDN controllers or switches.

We do not assume that the location of the compromised
hosts in the network can be controlled by the attacker. These
hosts may be connected to the same switch or connected to
different switches. They may even be physically disconnected
or logically disconnected. However, these hosts are all located
in the target SDN domain. We assume that communication
between these hosts is monitored and blocked by advanced
security countermeasures, such as firewalls and intrusion
detection systems. The goal of an attacker is to covertly
transmit sensitive information between these hosts even in the
presence of security mechanisms. The sensitive information
may include private keys [29], confidential metadata [30],
attack coordination messages [20], etc.

III. COVERT TIMING CHANNEL DESIGN AND EVALUATION

In this section, we introduce the design of our covert timing
channel. Moreover, we conduct experiments in a real SDN
testbed to evaluate our covert channels’ accuracy, efficiency,
stealthiness, and overhead.

A. Key Insight

In SDN, the network proxy functionalities are provided by
running applications on controllers that leverage SDN proxy
mechanisms, such as ARP Proxy [31], [32], [33], NDP Proxy
[34], DHCP Proxy [35]. For simplicity but without loss of
generality, we use ARP Proxy as an example to illustrate
the SDN proxy mechanisms: (1) a host generates an ARP
request packet for address resolution; (2) an SDN ingress
switch receives and encapsulates the packet into a packet-in
message and sends it to the controller; (3) the controller sends
back an ARP reply packet that is encapsulated into a packet-
out packet; (4) the ingress switch decapsulates the packet-out
packet and sends the ARP reply packet to the host.

As the SDN proxy mechanism enforces all the ARP
request/reply packets to be processed by the controller,1 it
can be utilized to transmit messages between hosts in SDN
covertly. Specifically, as shown in Fig. 1, a host can generate
a burst of ARP requests to increase packet processing delay
on the controller or remain idle to signal a “1” or “0”,
respectively. Meanwhile, another host can sense the timing
signal by generating ARP packets to measure the round-trip
time (RTT) since the controller also processes its ARP packets.
For example, if a host receives three ARP response packets
with RTTs of 1 ms, 10 ms, and 3 ms, respectively, 3 bits of
covert messages, represented as “010”, can be interpreted.

To verify our crucial insight, we conduct experiments
in a real SDN testbed consisting of commercial hardware

1It is similar to the NDP or DHCP request/reply packets.
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Fig. 1. The sender increases RTTs by generating ARP packets at a high
speed while the receiver monitors the RTTs.

Fig. 2. The processing delay on the controller for different ARP packet
generation rates.

SDN switches, EdgeCore AS4610-54T, and a popular open-
source controller, RYU [36]. The controller runs on a server
with 12 GB RAM and an Intel Xeon Quad-Core CPU E5504.
We run the ARP proxy application [33] on the controller.
We use a host in the network to generate ARP request packets
at different rates. The experimental results are shown in Fig. 2.
The delay fluctuates slightly when the generation rate of ARP
request packets is small. For example, the delay stays below
5 ms when the rate is smaller than 1000 pps. However,
the delay increases significantly when the speed exceeds a
threshold. For example, the delay exceeds 10 ms when the rate
reaches 3000 pps. Thus, a host can change its ARP generation
rate and leverage the low and high RTTs to signal “0” and “1”,
respectively.

B. Covert Channel Construction

Based on our crucial insight that high-speed request packets
triggering the SDN proxy mechanism would increase the
processing delay, we can construct our covert timing channel
between two hosts in SDN. To simplify, we will refer to the
packets triggering the SDN proxy mechanism as SDN Proxy
Request packets, specifically abbreviated as SPR packets.

The whole process of constructing the covert channel can
be divided into four steps. The first step is to probe feasible
construction parameters. For example, we will measure the
feasible rate at which SPR packets should be generated to
effectively and consistently increase the processing delay. This

Fig. 3. The illustration of Smin and Dthreshold. As the packet rate
increases, the RTT increases. When the packet rate is below Smin, the RTT
remains lower than Dthreshold, indicating a low RTT. Conversely, when the
packet rate exceeds Smin, the RTT surpasses Dthreshold, signifying a high
RTT.

step ensures that we can control the processing delays of
the controller to transmit one-bit messages covertly. In the
second step, we synchronize necessary information, such as
the start time of the covert channel between the sender and
the receiver host. Thereby, covert message can be encoded
and decoded correctly. The sender encodes and sends the
message in the last two steps by controlling the processing
delay. Meanwhile, the receiver detects the delay sequence and
decodes the message. Each step will be described in detail in
the following subsections.

1) Probing Feasible Construction Parameters: In our covert
channel, the RTTs of SPR packets serve as the message
carrier. To ensure that the sender can generate higher-than-
usual RTTs that represent “1”, we need to know the rate at
which we should generate SPR packets to archive this (as
shown in Fig. 3). To ensure that the receiver can identify
consistent and detectable increases in RTTs denoting “1”,
we must determine the duration for maintaining a continuous
generation of SPR packets (as shown in Fig. 4). Hence, we can
maintain an elevated RTT level for a brief period. Moreover,
to transmit a sequence of covert messages, we need to ensure
that the transmission of different bits of message does not
interfere with each other. In this context, the generated high
delays do not impact the subsequent message transmission.
Consequently, we must determine how long we should wait
for the delay to decrease from a high level to a normal range.

In summary, before we can transmit messages between hosts
through the covert channel, there are mainly three parameters
that must be probed: the minimum speed of generating SPR
packets to cause a high delay denoted as Smin, the duration
for which the sender generates SPR packets to ensure that
messages can be received, denoted as δdata, and the duration
for which the sender remains idle to ensure that the current
one-bit message’s transmission does not affect the following
one-bit message’s transmission, denoted as δidle. Table I lists
the related notations and meanings.

First, the sender needs to find Smin (as shown in Fig. 3),
the minimum speed of generating SPR packets to cause
higher-than-usual RTTs in the current network environment
consistently. To increase the maximum transmission rate of
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TABLE I
NOTATIONS USED IN THE COVERT CHANNEL

Fig. 4. The illustration of δdata and δidle. The sender would increase the
RTT for the duration of δdata if the one-bit message is “1”; otherwise, the
sender would not increase the RTT. Afterward, the sender will enter an idle
state for the duration of δidle, during which it patiently waits for the RTT to
revert to a low RTT.

the covert channel and to make the covert channel as covert
as possible to avoid being detected by defense systems, the
higher-than-usual RTTs, which represent “1”, should be as
low as possible. Based on our finding in Fig. 2 that a higher
sending rate led to a higher delay, to make the higher-than-
usual RTTs as low as possible, the sending rate Smin should
be as low as possible.

The sender measures how the RTT changes as the SPR
packet generating speed rises and finds Smin, the minimum
speed of generating SPR packets to cause higher-than-usual
RTTs consistently. First, the attacker detects the RTTs of
SPR packets when there is no attack. Then, to determine the
threshold for RTT, we employ a statistical approach based on
the mean and standard deviation of the RTT distribution. The
threshold Dthreshold is set at µ + 3σ, where µ is the mean
and σ is the standard deviation. This method is commonly
known as the three-sigma rule in statistics. Approximately
99.7% of the data falls within three standard deviations of
the mean in a normal distribution. Finally, the sender generates
SPR packets at different speeds. Meanwhile, the sender counts
the RTTs of SPR packets. Based on how the RTT changes
as the SPR packet generating speed raises, the sender finds
Smin. When generating SPR packets at speed Smin, the
RTT is Dthreshold. By setting the threshold Dthreshold at
µ + 3σ, we aim to capture the vast majority of delay values
within an acceptable range, considering deviations beyond this
threshold as potential outliers. This selection is reasonable as
it provides a balance between accommodating the majority of

delay variations expected in normal operation and identifying
instances that deviate significantly from the norm. It helps
in distinguishing delays that may indicate unusual network
behavior or potential security threats.

Moreover, δdata (as shown in Fig. 4), how long the sender
keeps sending SPR packets at speed Smin, is vital for the
covert channel. The δdata should be big enough to increase
the RTTs. Moreover, it takes time for the receiver to detect
the high delays, which means the δdata can not be too small.
Meanwhile, a smaller δdata led to a smaller δi, thus leading to
a higher transmission rate. To determine an appropriate value
for δdata, the sender continuously transmits SPR packets at
a rate of Smin for varying durations. Meanwhile, the sender
starts a new procedure to detect how long the RTT of SPR
packets remains bigger than Dthreshold. We select the duration
δdata as the minimum duration which can ensure that the RTT
remains bigger than Dthreshold for a duration exceeding Smin,
making sure that the receiver can detect the RTTs steadily.

Finally, δidle (as shown in Fig. 4), the time that the sender
remains idle to wait for the decrease of RTTs, should be
chosen as an appropriate value. After the sender sends SPR
packets at rate Smin for time δdata, the sender should remain
idle for time δidle to wait for the decreasing of RTTs. Other-
wise, the transmission of a certain bit would be affected by
the transmission of the preceding bits, and the covert channel’s
accuracy would decrease. To find a suitable δidle, the sender
keeps sending SPR packets at speed Smin for time δdata. Then,
the sender starts a new procedure to detect how the RTTs of
SPR packets decrease. The duration δidle is selected as the
minimum duration that ensures the RTTs consistently decrease
to a level below µ + σ.

2) Time Synchronization: Time synchronization is critical
for covert timing channels. If the time is not synchronized, the
received covert timing messages may be decoded incorrectly.

For example, the sender may send messages one bit per
second, and the receiver may try to detect the delays and
receive messages in each second. However, there may be a
significant offset between the sending and receiving times
because of a lack of time synchronization. Due to significant
deviations in sending time and receiving time, the receiver can
not correctly receive the messages from the sender.

We assume both sender and receiver can access Network
Time Protocol (NTP) servers to synchronize the clocks to
achieve at least millisecond accuracy. Because it takes time for
the sender to increase the RTTs and for the receiver to detect
the high RTTs, there is still a short time offset between the
sender sending a one-bit message and the receiver receiving
it. We still need to make a fine-grained correction for the
time δoffset. To achieve this, the sender keeps sending “1”
and the receiver tries to detect them with a receiving rate
higher than the sending rate. The following example shows
how synchronization works. During each second, the sender
generates SPR packets from 0 ms to 10 ms at a high speed
and remains idle for the remaining 990 ms. The receiver tries
to detect the delay at a rate of 200 times per second and
finds that the delay is higher than usual from the fifth to
the fifteenth millisecond of each second (δoffset = 5 ms).
Therefore, the receiver shifts the receive window by 5 ms and
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receives messages 5 ms after the sender starts generating SPR
packets at a high speed every time.

3) Encoding and Sending: In this step, according to the
configuration synchronized in the previous steps (what the
SPR packets generating speed is, what the sending rate is,
etc.), the sender encodes the message to form the bitstream
data and sends the bitstream data chronologically. We transmit
messages on a bit-by-bit basis, where the transmission of
each bit requires a duration denoted as δi, which we term a
“time slot”. This time slot encompasses two segments: δdata,
representing the time taken by the sender to transmit a one-bit
message by altering the RTTs, and δidle, signifying the period
during which the sender remains inactive after adjusting the
RTTs. If the current bit message is “1”, the sender would
generate SPR packets at speed Smin that is high enough for a
short duration δdata to cause a delay higher than Dthreshold,
which can be easily detected by the receiver. Otherwise, the
sender would remain idle for a short duration δdata. Then, the
sender remains idle for δidle to wait to send the following bit
message. The meaning of these parameters and how to probe
them are described in detail in subsection III-B.1.

After we finish probing these parameters, we can transmit
as follows. The sender sends messages one bit by one bit.
The sending of each bit costs duration δi, which consists
of duration δdata (the time for the sender to send a one-bit
message by changing the RTTs) and duration δidle (the time
the sender remains idle after changing the RTTs, to ensure the
correct sending of the following bit message). If the current
bit message is “1”, the sender would generate SPR packets
at speed Smin that is high enough for a short duration δdata

to cause a delay higher than Dthreshold, which can be easily
detected by the receiver. Otherwise, the sender would remain
idle for a short duration δdata. Then, the sender would remain
idle for δidle to wait to send the following one-bit message.

4) Receiving and Decoding: In this step, the receiver needs
to keep sending SPR packets to measure the current processing
delay of SPR packets and record it for subsequent analysis
of covert message. After recording the delay sequence, the
receiver decodes it into a message based on the configuration
in the previous steps. For each delay di in the delay sequence,
if di ≥ Dthreshold, the decoded message mi = 1; otherwise,
the decoded message mi = 0.

C. Evaluation

We conduct experiments in a real SDN testbed to evaluate
our covert channels’ accuracy, efficiency, stealthiness, and
overhead.

1) Setup: Our SDN testbed consists of commercial hard-
ware SDN switches, namely EdgeCore AS4610-54T, and a
popular open-source controller, namely RYU. The controller
runs on a server with 12 GB RAM and an Intel Xeon Quad-
Core CPU E5504. The network topology of the testbed is
shown in Fig. 5. The controller runs an ARP proxy application,
which an attacker can exploit to build covert timing channels.
A host named h3 in the testbed applies Tcpreplay [37] to
replay real traffic traces as background traffic, aiming at
emulating a real-world network environment. As illustrated in
Fig. 8b, when the transmission speed is set to 0, the packet-in

Fig. 5. The network topology of our SDN testbed. Host h1 serves as the
sender, host h2 functions as the receiver and host h3 generates background
traffic using Tcpreply.

Fig. 6. The accuracy of the covert timing channel with different transmission
rates.

speed fluctuates dynamically between 700 pps and 950 pps.
These packet-in messages are generated in response to the
varying background traffic, primarily comprising ARP traffic,
that we introduced. This implies that the background traffic
has introduced varying noise levels to the covert channel.

2) Accuracy: In our experiments, We probe these parame-
ters as described in subsection III-B.1. When there is no covert
channel, the RTTs of SPR packets do not exceed 5 ms. When
we generate about 30 SPR packets in 10 ms, the RTTs would
exceed 10 ms. The outcomes of the experimentation reveal
that Smin = 3000 pps, δdata = 10 ms, and Dthreshold =
10 ms. Since the parameter δidle is notably influenced by
the maximum RTT and is directly responsible for determining
the transmission rate, we have opted not to set a fixed value
for δidle.

Under the condition that the host h3 applies Tcpreplay to
replay real traffic traces as background traffic, the message
is transmitted through the covert channel at different trans-
mission rates. The original message is compared with the
message parsed by the receiver to calculate the transmission
accuracy, and the experimental results are shown in Fig. 6. The
results of our experiments indicate that when the transmission
rate remains below the maximum transmission rate where the
transmission of different bits of message would interfere with
each other, the accuracy of the covert channel is not less
than 98.5%. When the transmission rate is lower than the
maximum transmission rate, the high delay caused by sending
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Fig. 7. The efficiency of our covert timing channels. We conduct experiments
using covert channels of different rates to transmit TLS keys of different
lengths.

a “1” can be reduced to a low delay within a time slot, and
the transmission of messages in different time slots will not
affect each other. Therefore, when the transmission rate is
lower than the maximum transmission rate, the accuracy of
the covert channel is irrelevant to the transmission rate. The
background traffic essentially does not cause high delays as
background traffic does not exceed the processing capacity.
The experimental results demonstrate that in scenarios where
only background traffic is present without any covert channels,
there is approximately one high-delay sample point for every
300 delay sample points. Considering that only delays within
a short duration, denoted as δdata, carry the message and
are minimally influenced by background traffic, it can be
inferred that background traffic does not significantly impact
the accuracy of covert channels.

However, when the transmission rate is higher than the
maximum transmission rate, the delay cannot be reduced to a
normal delay within a time slot after sending several “1”, and
the subsequent “0” will inevitably cause bit errors. Therefore,
when the transmission rate is higher than the maximum
transmission rate, the accuracy rate is largely affected by
the continuous “1” in the message, which is unacceptable.
Therefore, to ensure the accuracy of the covert channel,
we should ensure that the transmission rate is not higher than
the highest transmission rate. In our experiments, the RTTs of
SPR packets may be increased to 50 ms sometimes so that the
transmission rate cannot be higher than 20 bps.

3) Efficiency: To evaluate the efficiency of our covert
channels, we perform experiments using covert channels of
different rates to transmit TLS keys of different lengths. The
result is shown in Fig. 7. The lengths of TLS keys are 64 bytes,
128 bytes, 256 bytes, and 512 bytes. The transmission rates
of our covert channels are 1 bps, 2 bps, 5 bps, and 10 bps.
The experiment result shows that when the transmission rate
is constant, the transmission time is positively related to the
length of the TLS keys. When the length of the TLS key
is constant, the transmission time is negatively related to the
transmission rate. By setting the transmission rate to 10 bps,
we can successfully transmit a 512-byte TLS key within
10 minutes.

Fig. 8. CPU utilization and control traffic throughput in the presence of
covert channels of different rates.

4) Stealthiness: For covert channels, stealthiness is rel-
atively more important than the transmission rate. Since
the communication between the two parties is monitored or
restricted, and the message transmitted through the covert
channel is often relatively private and of higher value, the
two parties hope to use the covert channel to bypass the
monitoring and restrictions for communication and do not
want the communication to be detected. The controller’s
control flow throughput and CPU utilization are two indicators
for judging whether the current working status is abnormal.
Therefore, we conducted experiments to observe control traffic
throughput and CPU utilization for the covert timing channels
we constructed to evaluate their stealthiness. In the exper-
iments, h3 generates background traffic, and at the same
time, a covert channel with different transmission rates is
constructed between h1 and h2.

The results are shown in Fig. 8. As you can see, when
the transmission rate is lower than 5 bps, the control flow
throughput and CPU utilization are almost the same as they
would be without the attack, and the covert channel is very
well hidden. The transmission rate can be increased selectively
and appropriately for SDN networks with low detection efforts.

The stealthiness of the covert channel is also related to the
network environment. When the processing capacity of the
controller is bigger, and the corresponding background traffic
bandwidth is larger, the traffic generated by the covert channel
accounts for a lower proportion of the total traffic. The covert
channel is more difficult to detect. Our covert channels can
hardly be detected by analyzing the controller’s control flow
throughput and CPU usage.

5) Overhead: The cost to the receiver of receiving one bit
is to send an SPR packet to detect the RTT. The overhead
of receiving one bit is approximately 42 bytes when we use
ARP packets as SPR packets. The main overhead of the covert
channel is on the sender. Although the sender must generate
SPR packets at a high speed, we don’t need to do this for
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Fig. 9. Overview of CovertGuard.

too long. Experiments have shown that generating dozens of
packets instantly can cause a significant increase in delay.
So the overhead of sending one bit is not as significant as
you might think, just dozens of packets. In our testbeds,
the overhead of sending one bit is approximately 1 KB,
about 25 SPR packets.

IV. DEFENSE

To defend against covert timing channels between hosts
in SDN, we have designed and implemented our defense
system, CovertGuard, which exploits the delay and timing
characteristics of covert channels to detect the covert channel,
identify malicious hosts, and eliminate covert channels. In this
section, we will first introduce the overall framework of
CovertGuard and then introduce each module of it in detail.

A. Overview

There are severe challenges in the defense. First, in a real-
world network environment, the background traffic is several
orders of magnitude higher than the traffic associated with
the covert timing channel. If we directly perform fine-grained
detection of all traffic, the high-speed background traffic will
introduce significant overhead to the detection, making it
impossible to perform online detection. Second, the attackers
can transfer information at different speeds. They can transfer
several bits in a second, and they can also transfer one bit in
a few minutes. We need to make the detection effective for
detecting covert channels at any transmission rate. In addition,
the attacker may compromise multiple hosts or forge the
contents of the packet header. So, there is a big challenge
in identifying the attacker accurately. Finally, we should not
interfere with normal traffic when defending covert channels.

To address these challenges and make the defense efficient,
we design CovertGuard as three main modules: detection,
identification, and enforcement. The overall framework of
CovertGuard is shown in Fig. 9. In the detection module,
we collect the delay sequence and utilize machine learning
methods to detect whether there are covert channels. Once
a covert channel is detected, we identify the relevant flows
and hosts based on finding the flows’ cluster with the highest
similarity to the channel among all the flows’ clusters in
the identification module. Finally, we dynamically restrict
the relevant traffic from the relevant host to the controller.
The detection module handles the first challenge and the

second challenge, the identification module handles the third
challenge, and the enforcement module handles the fourth
challenge. We will illustrate how they work in detail in the
following subsections.

B. Detection

Compared to applying detection directly to all the traffic,
filtering out most of the irrelevant traffic before detection can
greatly reduce the overhead of detection. Instead of analyzing
all the traffic directly, we can first perform a coarse-grained
attack existence detection and perform fine-grained attack
identification when covert channels are detected. The covert
timing channels constructed in this paper have a timing effect
on the RTTs of SPR packets. Therefore, we can judge whether
there is a covert timing channel by whether the RTTs of
SPR packets are sequential and sometimes exceed the normal
delay range. Some samples are shown in Fig. 10. Fig. 10a
and Fig. 10d show that when there is no covert channel, the
RTTs fluctuate in small increments within the normal range
(sometimes there may be occasional high RTTs due to bursts
of traffic), with no significant peaks in the corresponding
frequency domain. Fig. 10b, Fig. 10e, Fig. 10c, and Fig. 10f
show that when there is a covert channel, the delay exceeds the
normal delay range more frequently and has a timing pattern,
with regular and distinct peaks in the corresponding frequency
domain.

In the detection module, our solution is to collect the delay
sequence at the controller and utilize bi-LSTM to detect the
time domain information and frequency domain information of
the delay sequences. The detection module provides a coarse-
grained attack existence detection. If the detection result is
that there are no covert channels, then further detection is
not needed. Otherwise, we use corresponding traffic for fine-
grained attack identification.

C. Identification

Once our detection module detects the presence of a covert
timing channel, we need to identify the attacker efficiently.
Although, thanks to the detection module, we only need to
analyze packets when there is a covert timing channel, there
is still too much background traffic. To make matters worse,
the attacker may use multiple types of flows, use multiple
hosts, or modify the contents of the packet headers.
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Fig. 10. The time domain and frequency domain of delay samples. “TD”
means time domain, “FD” means frequency domain. When there is no covert
channel, the RTTs fluctuate in small increments within the normal range.
When there is a covert channel, the delay exceeds the normal delay range
more frequently and has a timing pattern, with regular and distinct peaks in
the corresponding frequency domain.

To solve these challenges, we cluster flows and find the
cluster with the biggest similarity with the covert channel.
Since it is difficult to directly distinguish between normal
traffic and malicious traffic based on a single packet, we cluster
the flows at different granularities based on the incoming
port, outgoing port, protocol type, etc. Then, we calculate the
similarity between the delay sequence and the flow clusters.
If the traffic within a cluster frequently appears when the delay
exceeds the normal range and rarely appears when the delay
is within the normal range, this cluster is highly correlated
with the covert channel. Based on this idea, we first measure
and record the delays within each time slot, forming the delay
sequence D. Then, we calculate the packet counts within a
cluster for each time slot, forming the sequence C. We define
the similarity function [38] between the delay sequence D and
the packet count sequence C of a cluster as follows:

SDDD,CCC =

n∑
i=0

DiCi√
n∑

i=0

D2
i

√
n∑

i=0

C2
i

(1)

Then, we can identify the attacker based on the cluster
with the highest similarity to the covert channel. If there are
multiple types of packets in the cluster, the attacker may utilize
multiple types of SPR packets for the covert channel. If the
packets in the cluster have different ingress ports, the attacker
may control a few hosts for the covert channel. If the attack
traffic has different IPs but has the same ingress port, it means
the attacker may modify the contents of the packet header or
control a few hosts that connect to the same switch. Based on
the above information, we can find the hosts compromised by
the attackers.

D. Enforcement

In this module, we destroy the covert channel with the
least amount of effort. Enforcement should be as lightweight
as possible and avoid adversely affecting normal traffic. The

key to eliminating the covert channel is to disrupt the chan-
nels’ timing or avoid causing high delays. The information
cannot be transmitted accurately if the sender cannot cause
distinguishably high delays. And the information cannot be
received if the timing of the covert channel is disturbed.
In our enforcement, we start from the source and try to avoid
the emergence of high delays. Due to the limited resources
of switches and the controller, we dynamically allocate the
upstream(from the data plane to the controller) bandwidth of
SPR packets to prevent attackers from maliciously causing
high delays. Due to the possibility of misjudgment and the
possibility of normal traffic from the attacking host, we do
not directly and permanently block all traffic from the relevant
hosts.

We have developed a dynamic bandwidth allocation
algorithm. We use the Max-Min Weighted Fairness algorithm
[39] to allocate the upstream bandwidth of each type of SPR
packet on each port of edge switches. If covert timing channels
are detected, we continuously halve the weight of the types of
SPR packets related to the covert channel and reuse the Max-
Min Weighted Fairness algorithm for bandwidth allocation
until the high latency no longer occurs. For example, the
weights of the SPR packet and the benign packet are 2 and 2,
and the bandwidth requirements of the SPR packet and the
benign packet are 80 Mbps and 40 Mbps while the bandwidth
of the control path is 80 Mbps in total. In this case, we halve
the weight of the SPR packet to 1. Since the weight of
the benign packet is larger than the SPR packet, we would
allocate 40 Mbps bandwidth to the benign packet and the
SPR packet can only be allocated with 40 Mbps bandwidth.
To ensure normal usage of the compromised hosts, we will
remove the restrictions when covert channels disappear long
enough or when we kick attackers out of the compromised
hosts. We do not limit flows of other types from these
compromised hosts, as these flows may be benign.

E. Experimental Result

1) Setup: The topology of our testbed is shown in Fig. 5.
The host h3 replays real traffic traces as background traffic,
and host h1 transmits messages to host h2 through covert
channels at different rates. We collect a few delay sequences
(each delay sequence contains 200 delay samples) when there
is no attack and when the attacker transmits messages at
different rates. For each rate, we have collected hundreds
of samples. Then, we get the frequency-domain dataset by
Fourier transform. We combine the time-domain information
and frequency-domain information and then split them into
train datasets and test datasets. After that, we use these data for
training our Bi-LSTM detection models and test these models
on different rate data and full data.

2) Detection Result: As shown in Tabel II, Bi-LSTM per-
forms well even when there is a significant difference in
the transmission rate of train data and test data. We utilize
precision, recall, and f1-score to evaluate these models. If the
train data is 0.4 bps data, 1 bps data, or all the data, when
testing on all the data, the precision, the recall, and the f1-
score are all above 0.998. If the train data is 5 bps data, the
result is good when testing on the same rate data, but the result
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TABLE II
THE DETECTION RESULT OF UTILIZING BI-LSTM ON DIFFERENT TRAINING DATA FOR DETECTION

Fig. 11. The distribution of cosine similarity between covert channels and
malicious or benign flows.

is unacceptable when testing on 0.4 bps data, 1 bps data, or all
the data. The result means training on higher rate data and
testing on data of lower rate channels would get bad detection
results. However, we can certainly get perfect detection results
when we use data from low-rate channels or all the data for
training.

3) Identification Result: We log the packet information
(timestamp, ip src, ip dst, in port, etc.) on the controller and
collect the delay sequence. Then, we cluster the data according
to ip src, etc. Finally, we calculate the cosine similarity
between the delay sequence and these clusters. This process
has been done hundreds of times. The results show that we can
clearly distinguish malicious flows from benign flows based
on cosine similarity. As is shown in Fig. 11, the similarity
between malicious flows and the covert channel is very close
to 1, while the similarity between benign flows and the covert
channel is smaller than 0.8. The similarity between malicious
flows and the covert channel is concentrated and distributed
between 0.95 and 1. The distribution of the similarity between
malicious flows and covert channels is roughly a normal
distribution. The similarity between benign flows and the
covert channel is relatively scattered and distributed around
0.7. It should be noted that if the bandwidth of a flow is
very low, the similarity between it and the covert channel
will be even lower, close to 0. We can distinguish malicious
flows from benign flows with 100% accuracy based on cosine
similarity (even simply setting the threshold as 0.8 can achieve
it).

4) Enforcement Result: After we detect the covert channel
and identify the associated malicious traffic, we use the Max-
Min Weighted Fairness algorithm to limit the bandwidth of the

Fig. 12. The change of delay and transmitting accuracy.

malicious flows. As shown in Fig. 12, when the enforcement
is activated, the delay can not be increased by the malicious
flows, and the transmitting accuracy of the covert channel
drops to 0 instantly (the transfer does not work properly,
and the accuracy is meaningless). Before we activate our
enforcement, the delay of the sample points would be influ-
enced by malicious flows, and the covert channel can transmit
information accurately. At around 110 seconds, we activate
our enforcement. The delays of the sample points did not
change significantly anymore, and information could not be
transmitted by changing the delay, which means that the covert
channel was cut off.

5) Overhead: We evaluated the overhead introduced by
CovertGuard across its key components: monitor, detection,
location, and enforcement. The results, detailed in Table III,
illustrate both CPU utilization and memory consumption
for each component. The CPU utilization across Covert-
Guard components shows a relatively modest impact, with
the detection component being the most resource-intensive
at 13.23%. Furthermore, employing a GPU to execute the
detection algorithm can significantly reduce CPU utilization,
as GPUs are more adept at handling our Bi-LSTM detection
algorithm. The monitor, location, and enforcement components
exhibit lower CPU utilizations of 1.73%, 2.30%, and 0.56%,
respectively. In terms of memory consumption, the detection
component records the highest usage at 235.91 MB, largely
due to runtime memory demands for intermediate compu-
tations, dependencies on deep learning libraries, and data
handling. Given that the Bi-LSTM model and its parameters
consume 32.4 MB, there is substantial potential to reduce the
memory footprint of the detection component. Meanwhile,
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TABLE III
THE OVERHEAD OF COVERTGUARD

the monitor and location components use 56.06 MB and
113.27 MB, respectively, and the enforcement component
maintains a minimal footprint of 0.13 MB. These findings
demonstrate that although CovertGuard imposes some over-
head, particularly through the detection component’s reliance
on the Bi-LSTM model, the overall impact on system
resources remains manageable, supporting its deployment in
large-scale SDN environments.

V. DISCUSSION

A. Limitations of CovertGuard

Covert timing channels operating at extremely low trans-
mission rates may evade detection by CovertGuard. Consider
a scenario where a covert channel transmits only one bit of
information per second. In such cases, the resulting delay
sequence may resemble that of normal traffic within a short
detection window, potentially preventing CovertGuard from
triggering an alert. However, this limitation could be addressed
by implementing multiple detection windows in CovertGuard,
each with varying granularities, to enhance detection accuracy.
In addition to covert timing channels, there are covert storage
channels [20], [40] in SDN. They embed messages into
specific fields of packets without intentionally altering the
round-trip times (RTTs) or inter-packet delays (IPDs). Thus,
covert storage channels can not be detected by analyzing the
timing characteristics of the RTTs or the IPDs. The detection
of such covert storage channels, however, falls outside the
scope of our current research. This area has been extensively
covered in related studies [41], [42], [43], which explore
various aspects and defenses.

B. Defense Against Adaptive Attackers

It is possible that attackers dynamically change the transmis-
sion rate during runtime within covert timing channels. Despite
these modifications, attackers are still required to control the
delays chronologically to transmit messages. Consequently,
the frequency domain of the delay sequence will display
periodic peaks, aiding in the differentiation of covert channels
from normal traffic. CovertGuard has been trained to recognize
patterns in both the frequency and time domains of delay
sequences originating from normal and covert channel traffic.
As a result, CovertGuard can effectively detect covert channels
that dynamically adjust their transmission rates at runtime.

VI. RELATED WORK

A. Covert Channels in SDN

SDN proxy mechanisms and SDN rule expiry mechanisms
are exploited to transmit information from the controller to

switches [19]. SDN information, such as TLS Keys and
Certifications, Routing Policies, and Network Topology, can be
leaked from the controller to switches by being embedded in
packets generated by the controller, and timing affects packet-
out delay. With the help of the controller, information can
be secretly transmitted between switches by being embed-
ded in the packet-in messages [20]. Flow (re-)configurations
and switch identification also provide opportunities for secret
communication between switches [20], [21]. Switches can get
information through whether a specific DPID has been used
or there are specific flow (re-)configurations. Communication
restrictions between hosts can be broken by adding a few
OF flow rules [22]. As you can see, these works require
the attacker to have more or less access to the switches or
controller. Moreover, there is no work aimed at constructing
covert timing channels between hosts in SDN. Our covert
timing channels do not need any support from the switches
or controller and help transmit information between hosts.

B. Covert Channels in Traditional Networks

Unused header fields may be utilized for transforming
information in storage channels [40], [44], [45], [46]. The
Type of Service (ToS) bits in the IP header are possible for
carrying messages [47], as many networks never use them.
An IP Identification field (IP ID) generation scheme based on
the toral automorphism is designed to ensure that the modified
field is random and embedding data in the IP ID field [45].
IP Fragment Offset field can transmit information covertly
by modulating the size of the fragments [40]. Even TCP
timestamps are used for storage channels [48]. The presence
or absence of an IP packet in an interval conveys a one-bit
message [49]. Zillien and Wendzel [50] modify the covert
channel’s behavior by dynamically choosing the inter-packet
times, to escape from some recent covert channel detection
methods [49], [51], [52], [53]. The attacker can increase the
router’s packet response time by interacting with a single
shared router in a specific manner, thereby leaking sensitive
information between two logically separated (or isolated) net-
works hosted by a single router [54]. Wang et al. [55] propose
a blockchain covert communication model that utilizes a label
tree to form a chained relationship between transactions and
output addresses. Cloak [56] uses the different combinations of
N packets sent over X flows in each round to represent a covert
message. Luo et al. [57] proposes a method for designing TCP
covert timing channels and discusses corresponding detection
mechanisms.

C. Defense Against Covert Channels

Aiming at the regularity of covert channels, Serdar Cabuk
et al. developed and tried two methods to detect covert timing
channels in IP traffic [49]. The IPDs corresponding to simple
covert timing channels tend to be concentrated around a
few values, while the arrival time of normal traffic is often
unlimited and may arrive at any time. In addition, the higher-
order entropy and distribution of IPD can also be used for
channel detection [41]. The corrected conditional entropy test
can detect the covert timing channels with abnormal regularity,
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while the entropy test can detect the covert timing channels
with abnormal shape [58]. Fuzzing time is added to the delay
to interfere with the timing of covert channels and affect the
transmission of information [59].

Safety checks of SDN applications and control messages
censorship on SDN controllers are two directions for mit-
igating the covert channels in SDN [19]. Covert channels
constructed by the DPID can be deterred if OpenFlow connec-
tions are secured via a hardened authentication scheme [21].
Packet-in-Packet-out watcher, audit-trails and accountability,
and enhanced IDS with waypoint enforcement are possible
countermeasures [20]. However, our covert channel does not
rely on changing the DPID or modifying the packet-in message
or the packet-out message, thus these defenses can not discover
or cut off our covert channel. Our defenses do not need a
flow-by-flow inspection because we first do a coarse-grained
detection. Subsequent identification modules can identify mali-
cious flows that cause high delays in a more targeted manner.

VII. CONCLUSION

In this work, we present new covert timing channels
between hosts in SDN, by utilizing the key insight that the
delay of processing new SDN proxy packets would exceed
the normal delay variation range when encountering flow
processing bottlenecks. Our covert channels do not require
any access to switches and controllers. They can help covertly
transfer information between hosts even if traffic between the
two hosts is monitored or blocked. We implement a prototype
of our covert channels and present an extensive evaluation of
the accuracy, efficiency, stealthiness, and overhead of it. Exper-
imental results show that we can maintain more than 95%
accuracy. To defend against our covert channels, we design and
implement our defense system, named CovertGuard, which
utilizes the latency and timing characteristics of covert chan-
nels to detect covert channels, identify the malicious hosts, and
eliminate the covert channels. Our experimental results show
that CovertGuard can detect and eliminate covert channels of
different speeds in real time.
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