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Abstract— With the tremendous growth of mobile social
networks (MSNs), people are highly relying on it to connect
with friends and further expand their social circles. However,
the conventional friendship inference techniques have issues
handling such a large yet sparse multi-source data. The related
friend recommendation systems are therefore suffering from
reduced accuracy and limited scalability. To address this issue,
we propose a Two-stage Deep learning framework for Friend-
ship Inference, namely TDFI. This approach enables MSNs
to exploit multi-source information simultaneously, rather than
hierarchically. Therefore, there is no need to manually set
which information is more important and the order in which
the various information is applied. In details, we apply an
Extended Adjacency Matrix (EAM) to represent the multi-source
information. We then adopt an improved Deep Auto-Encoder
Network (iDAEN) to extract the fused feature vector for each
user. Our framework also provides an improved Deep Siamese
Network (iDSN) to measure user similarity. To provide a sub-
stantial description and evaluation of the proposed methodology,
we evaluate the effectiveness and robustness on three large-scale
real-world datasets. Trace-driven evaluation results demonstrate
that TDFI can effectively handle the sparse multi-source data
while providing better accuracy for friendship inference. Through
the comparison with numerous state-of-the-art methods, we find
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that TDFI can achieve superior performance via real-world
multi-source information. Meanwhile, it demonstrates that the
proposed pipeline can not only integrate structural information
and attribute information, but also be compatible with different
attribute information, which further enhances the overall applica-
bility of friend-recommendation systems under information-rich
MSNs.

Index Terms— Mobile social networks, friendship inference,
multi-source information, deep learning.

I. INTRODUCTION

IN THE past decade, the mobile Internet has profoundly pro-
moted the prosperity of mobile social networks (MSNs) [1],

[2], [3]. According to the global digital population statistics
as of April 2020 [4], over 4.2 billion people constitute unique
mobile Internet users, encompassing 91.9% of the global
active Internet users. The number of active mobile social
media users has also exceeded 3.76 billion, up to 98.7% of
the active social media users. Meanwhile, each mobile social
service provider is accelerating the expansion of its user base
to occupy a broader market. For example, the number of daily
active Instagram users is up to a staggering increase from
400 millions in June 2018 to 500 millions in January 2019 [5].
These users not only use social media to find information,
watch movies, buy and sell products, but also highly rely on
it to connect with others and expand their social circles. Under
such an incredible large-scale MSN, however, it is impossible
for mobile social service providers to check the information
of each user and quickly pinpoint their potential friends. This
requires relevant MSNs to have the ability to automatically
match potential friends. Consequently, friend-recommendation
service has been widely adopted by most mobile social service
providers, like Facebook, Instagram, and Twitter [6].

Finding the accurate potential friend relationship among
all the social media users is like searching for a nee-
dle in a haystack. To reduce such complexity, conven-
tional friendship-inference methods mainly depend on mutual
friends, which provides long potential friend lists with very
low precision [6]. In particular, friend-recommendation based
on social graph representation [7], [8], [9], [10] is largely
exploited. However, real-world mobile social networks are
much more sparse than expected [11], [12], [13] (i.e., the
number of true friends is much smaller than that of non-
friends, as illustrated in Table III), which poses a challenge
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Fig. 1. An overview of the two types of information.

to existing approaches. Moreover, friend information is highly
privacy-sensitive and deeply connected with our social iden-
tity [14], [15], [16]. More and more people choose to hide
their friend information, such that the social network we
can build become more sparse. For example, almost 17.2%
Facebook users in New York hid their friend information in
2010 [17]. Worse more, these approaches cannot fully reflect
the real preferences on friend selection [18]. This is due to
the fact regarding missing of important real-world information
such as users’ different lifestyles [19], interests [20], and
locations [21].

To better understand users’ preferences, recent studies
revealed that modern social network applications have largely
changed and diversified the activities of MSN users [6], [22],
[23]. For example, instead of sending text messages to their
friends, the mobility enables MSN user to share a variety of
moments, including various locations, landscape photos, and
pleasant videos to their social circles. The deep utilization of
such multi-source information, which can more truly reflect the
behavior of users making friends, has attracted the attention
of the academic community [6], [22], [24], [25], [26]. More-
over, through the complementary advantages, the utilization
of multi-source information can also alleviate the impact of
sparse problem in real-world social networks. When some
information is insufficient, other information can still perform
the role of friendship inference. This can be further illustrated
in Fig. 3. Since the utilization of multi-source information
increases complexity, the current mainstream approach is uti-
lizing multi-source information hierarchically. Unfortunately,
it requires mobile social service providers to manually give
the importance of different information as well as the order in
which the various information is applied. However, in real-
world mobile social networks, there are various types of
information that can be used for friendship inference, and the
required manual settings are difficult to give accurately.

To cope with above challenges, we propose and implement
a novel Two-stage Deep learning framework for Friendship
Inference, namely TDFI. Via treating multi-source information
as a whole input, the newly proposed TDFI can smartly
process the multi-source information, including structure infor-
mation (i.e., friendship information among different users)
and different attribute information (e.g., location information).
In other words, our TDFI enables MSNs to simultaneously
exploit multi-source information for friendship inference,
rather than hierarchically. Therefore, there is no need to
manually set which information is more important and the
order in which the various information is applied. In the details

of implementing our TDFI, it consists of three complemen-
tary strategies. To ensure scalability, we apply an Extended
Adjacency Matrix (EAM) to better represent the multi-source
information. After that, an improved Deep Auto-Encoder Net-
work (iDAEN) is proposed to extract one fused feature vector
for each user from the multi-source information. Furthermore,
TDFI provides an improved Deep Siamese Network (iDSN)
to measure the similarity of the fused feature obtained by
the iDAEN network, identifying potential friends. In addition,
to protect user privacy from being leaked, our framework only
requires coarse-grained information to achieve sufficiently
satisfactory friendship inference performance.

As illustrated in Fig. 1, in this paper, we utilize friend
relation and location as an example of the multi-source
information. Note that from the overall perspective of mobile
social networks, friend relationships are structural information.
On the contrary, from a local perspective of each user, which
friends the user has can also be regarded as a kind of
attribute information. Location is another common attribute
information, because it is a property that naturally exists with
MSNs, and location sharing services (e.g., check-in service)
are already built into most MSN applications. Meanwhile,
location information can further reflect the user’s behaviors,
which is very representative. Eagle et al. [21] confirmed that
data such as location information obtained through mobile
devices has extraordinary potential in social network analysis.
And Scellato et al. [27] also indicated that synchronous
check-ins information among users can imply potential friend-
ship. Additionally, Backes et al. [23] found that check-in
information can denote the mobility characteristics, which are
significant for inferring friendship. With the cooperation of
two DL-based modules, our proposed pipeline can not only
integrate structural information and attribute information, but
also be compatible with different attribute information. It is
worth noting that the location information is applied as a
case study, TDFI has good scalability and can incrementally
consider different categories of information while obtaining
a reasonable complexity. For the purpose of facilitating real-
world deployment, the effectiveness and robustness of TDFI
are carefully evaluated on three large-scale real-world datasets
collected from Instagram [23]. Furthermore, the trace-driven
comparison has demonstrated that the newly proposed TDFI
can effectively cope with the ubiquitous sparse problem in
MSNs, and significantly outperforms numerous state-of-the-
art methods for friendship inference.

The remainder of this paper is organized as follows.
Section II introduces the related work. Section III formally
defines the friendship inference problem and introduce the
newly proposed TDFI. In Section IV, we introduce the exper-
imental setup and baseline methods. Furthermore, we conduct
experiments to evaluate the performance comparison between
our TDFI and referred baseline methods in Section V. Finally,
in Section VI, we conclude this paper.

II. RELATED WORK

The rapid expansion of mobile social networks involves
many aspects of human life, such as leisure and entertainment,
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advertising for third-party markets, etc. As the scale of MSNs
expands, it is extremely important to improve the quality
of friend-recommendation services. Traditional friendship-
inference methods mainly emphasized the mutual friends or
the same groups. The intrinsic nature is that a person is more
likely to know a person of his friends rather than a random
person [28]. Following this idea, multiple literatures [7],
[8], [29], [30] started to use social graph representation to
infer friendship among different users. For example, through
learning the representation of the social network, node2vec [8]
extended the feature of an individual user to a pair of users,
aiming to find their potential friends. However, real-world
social networks are much more sparse than expected [11],
[12], [13]. The graph composed of real-world social networks
is sparse, which is not conducive to extracting essential
information. Thus, with the limitation of sparseness, friendship
inference with only friend information might lead to awkward
consequences.

Mobile social networks make it possible to diversify social
forms, and thus derive various user-related attribute informa-
tion, such as the location and photo shared by Instagram,
the videos shared by TikTok, and the texts shared by Twit-
ter. To utilize these attribute information, another line of
work [24], [25], [31], [32] focuses on analyzing attribute
information with the help of structural information. For exam-
ple, Zhang et al. [32] propose a novel graph recurrent neural
framework, which can jointly exploit social information (i.e.,
structural information) and text information (i.e., attribute
information). Based on graph convolutional network (GCN),
Kipf and Welling [25] demonstrate that the combination of
graph-structure information and attribute information can pro-
duce better performance than graph-based methods [7], [8].
However, these methods are difficult to be compatible with the
mutual interference of multiple attribute information, which
can be found in Section IV-B.2.

With such diverse multi-source information, many stud-
ies [6], [18], [26] focus on integrating diverse information into
the friend-recommendation systems. For example, Huang et
al. [6] designed a topic model, which can utilize text informa-
tion, friend information and image information. Specifically,
the friend information and the text information are first used to
give a candidate list of possible friends. Then, using the image
information, a topic model is adopted to further optimize
the candidate list. Among the multi-source information, user
location is widely suggested [21], [33], [34]. This is because
the location information can reflect some user behaviors in
physical space [21]. For example, based on the observation
of Gowalla, Cho et al. [35] found that mobility and social
constraints are related. And Pham et al. [36] investigated an
entropy-based model to entirely utilize location information,
which can not only infer friendship but also measure the
strength of friendship. Due to the rich information of user
mobility, Zhou et al. [37] innovatively proposed a hetero-
geneous data unification method for friendship inference.
First, user mobility and friend information are represented
by a matrix and a graph, respectively. Subsequently, this
method [37] uses a probabilistic factor model and neural
network embedding to extract low-dimensional representations

of user mobility and friend information, respectively, which are
then concatenated for friendship inference. Besides, location
information can also be applied to social network attacks [23],
[38]. For example, with the assistance of random walk and
feature learning, Backes et al. [23] can obtain the features
of users’ mobility, which can be used to attack the friend-
ship among different users. However, how to utilize these
multi-source information (e.g., friend information and location
information) simultaneously rather than hierarchically remains
a challenging issue.

Different from existing friend-recommendation systems,
the proposed TDFI framework can automatically handle
multi-source information simultaneously, rather than hierar-
chically. Note that the referred multi-source information, can
be compatible with structural information and also with dif-
ferent attribute information of multiple scales. In other words,
TDFI can complement the advantages of different information,
avoiding the performance issues caused by insufficient single-
source information. In addition, the existing methods that can
utilize multi-source information require manually set some
factors (e.g., the order in which the various information
is applied). Our proposed TDFI is not constrained by this
requirement, thus MSNs can automatically exploit various
information with the proposed TDFI. This further facilitates
the development of TDFI in the real-world MSN applications.

III. TWO-STAGE DEEP LEARNING FRAMEWORK

In this section, we first define the friendship inference
problem. We then describe each component of the newly
proposed framework. Mobile social network is a social struc-
ture connecting individuals. We can model MSN as a graph,
denoted by G = (U , E), where U = {u1, u2, . . . , uN} denotes
the set of users and E = {ei,j|i ∈ [1, N ], j ∈ [1, N ]} indicates
the edges, i.e., relationship between two users. If there exists
friendship between ui and uj , then ei,j = 1 or ei,j = 0
otherwise. Friendship information is represented by F =
{(ui, uj)|ei,j = 1, ei,j ∈ E , i < j}, where F = |F| is the total
number of friend pairs. With the mobility brought by MSNs,
it is naturally convenient for users to share their location
information. We define L = {l1, l2, . . . , lM} to represent
the set of all different locations. For location information,
Ti,k is used to represent the frequency that ui has visited
lk. For example, Ti,k = 0 denotes that ui has never visited
lk. The value of Ti,k can be calculated from the check-in
dataset C = {(cn, ui, lk)|n ∈ [1, C]}, where C = |C|
is the total number of check-ins. For instance, (c3, u2, l1)
means that the third record in the check-in dataset shows that
u2 made a check-in at l1. However, the value of T2,1 may
be larger than 1, because T2,1 = |{(cn, ui, lk)|i = 2, k = 1,
n ∈ [1, C]}|. Note that our framework only requires some
coarse-grained check-in information (i.e., the user id, and the
location id) for respecting the user privacy.

For the sake of clarity, Table I lists the major notations to
be used extensively in the rest of this paper. It is worth noting
that the specific meaning of the symbol also depends on its
superscript and subscript. In addition, we list the frequently
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TABLE I

MAJOR NOTATION EXPLANATION

TABLE II

FREQUENTLY USED TERMS

used terms in Table II for a more concise understanding of
the subsequent content.

To accurately infer friendship via multi-source information,
three complementary strategies are proposed in this paper, i.e.,
the EAM, iDAEN, and iDSN. More specifically, they play the
role of multi-source information representation, fused feature
extraction, and friendship inference, respectively, all of which
are indispensable for the proposed framework. More discus-
sion and analysis of each component of TDFI can be found
in the following content, which can clarify the importance of
each component and its performance contribution.

A. EAM: Extended Adjacency Matrix

We first introduce the proposed extended adjacency matrix
(EAM) for multi-source information representation of MSNs,
which is denoted by A. The intrinsic of EAM is to be
compatible with various information, to ensure the scalability
of TDFI. As illustrated in Fig. 2, the indexes in the rows denote
user id {ui}N

i=1, and the indexes in the columns are user id
{uj}N

j=1 and location id {lk}M
k=1. In Fig. 2, the yellow area

is the friendship group. If user ui has friendship with user
uj , then the value ai,j = 1 or ai,j = 0 otherwise. Moreover,
our friendship group definition follows a symmetric property,
i.e., ai,j = aj,i. Note that the referred three datasets in
Section IV-A only provide friend relationships between users

Fig. 2. The initial EAM without local and global normalizations.

with different ids. To be consistent with these datasets and to
make a fair comparison with baseline algorithms, we consider
each user to have no friend relationship with himself, i.e.,
ai,i = 0. In other words, in our defined EAM, the diagonals
of the friendship group (i.e., the yellow area) are all zero
elements. The gray area is the check-in group. The value
of ai,N+k denotes the times of user ui visiting location lk,
i.e., Ti,k. Note that �ai = {ai,1, . . . , ai,N , ai,N+1, . . . , ai,N+M}
represents the overall multi-source information of ui.

Regarding our proposed EAM, it can simplify manual set-
tings of multi-source information serving friendship inference
simultaneously. For example, when dealing with information
from different sources, the heterogeneous data unification
method proposed by Zhou et al. [37] requires that a specific
feature extraction method should be selected separately for
each type of source, and then utilizes the concatenated features
for friendship inference. In our method, multi-source informa-
tion can be uniformly represented only by numerical definition
and subsequently used for low-dimensional feature extraction
simultaneously, avoiding the selection of feature extractors.

For a variety of multi-source information, it is easy to
construct the initial EAM like Fig. 2. However, the metrics
for different categories of information are different, which can
easily lead to imbalances between information. For example,
in the friend information (i.e., the yellow area) of the initial
EAM, any unit can only be 0 or 1, to indicate whether there is
a friend relationship between two users. In the location infor-
mation (i.e., the gray area), each unit may be any non-negative
integer. When the value of the location information is relatively
large, the friend information is easily regarded as a value
close to 0, thereby causing the friend information ignored by
the neural network. Similar information imbalances are more
likely to occur when there is more variety of multi-source
information to use. To make multiple different source informa-
tion comparable, therefore, we design the rescaling operation.
It consists of local and global normalizations. Based on
the initial EAM A, the newly designed rescaling operation
enable all information to contribute to the following feature
extraction. More specifically, the local normalization is carried
out separately in the friendship group and check-in group.
As for friendship group, the local normalization is calculated
by a′i,j = ai,j�

N
j=1 ai,j

. Likewise, the local normalization in

check-in group is calculated by a′i,N+k = ai,N+k�
M
k=1 ai,N+k

.

Due to the gap between the number of friends and check-
ins, global normalization method is employed in addition to
the local normalization of group information. For user ui,
the information strength of friend information and location
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Fig. 3. Distribution of various non-zero elements in the EAM, where the final EAM refers to extended adjacency matrix after undergoing the rescaling
operation. The left part of the black vertical line is the distribution of all friendship information, and the right part is the distribution of all users’ location
information. Note that the value of Y-axis is the logarithm of each non-zero element, avoiding the excessive value of some non-zero elements.

information can be achieved via Eq. (1) and Eq. (2).

αi =
Fi/F

Fi/F + Ci/C
(1)

βi =
Ci/C

Fi/F + Ci/C
(2)

where F = F/N and C = C/N represent the average number
of friends and check-ins per user, respectively. Additionally,
Fi and Ci are the corresponding number of friends and the
number of check-ins of ui. Moreover, αi and βi are the coeffi-
cients of friendship group and check-in group, respectively. Ã
is specifically used to denote the matrix after local and global
normalizations. In other words, the values in each group are
ãi,j = αi ∗ a′i,j and ãi,N+k = βi ∗ a′i,N+k.

From the global normalization method, it can be found that
when the provided friend information is richer, the friendship
group has a higher proportion, otherwise the check-in group
has a higher proportion. Accordingly, we can utilize friendship
information and check-in information with different propor-
tions. In other words, through the coordination of the corre-
sponding coefficients of each type of information sources with
different physical meanings in the global normalization, the
information-rich sources can be more prominent in the subse-
quent feature extraction, and the potential interference caused
by the information-poor sources can be weakened. Due to
the purpose of inferring friendship in the subsequent process,
certain friendship may be hidden randomly, as illustrated by
the blue circle with the red dash line in Fig. 2. Therefore, our
proposed TDFI is evaluated for inferring the specific friendship
(i.e., manually hidden friendship), from check-in information
and the remaining friendship information.

To support the above analysis, we further analyze the
distribution of various non-zero elements in the EAM (i.e.,
the initial EAM and the final EAM) and the corresponding
statistical information, illustrated in Fig. 3. As notified in
Section V-B, 5-fold cross-validation is used in our experiments
to fully verify the effectiveness of the newly proposed method.
For three different datasets, we have to construct 15 EAMs.
For simplicity, we use the overall friend information to con-
struct 3 EAM (i.e., one EAM per dataset, Fig. 3(a), Fig. 3(b),
and Fig. 3(c)). Note that in the experimental evaluation, each
constructed EAM will not have any friend information for
testing. For each dataset, with regard to the range of the
X-axis, we can see that the right part of the black vertical
line is much larger than the left part. This means that there

Fig. 4. The difference in loss values caused by rescaling operation during
the training phase.

are far more non-zero elements in the location information
(i.e., the right part) than that in the friend information (i.e.,
the left part), that is, the imbalance of different categories of
information exists. This emphasizes the necessity of global
normalization. Specifically, the number of non-zero elements
in the location information of New York, Los Angeles, and
New York, is 2.9 times, 2.8 times, and 6.1 times that of
the friend information, respectively. In addition, for friend
information, the proportion of non-zero elements in the three
datasets is about 0.00016, 0.00021, and 0.00023, respectively.
For location information, the proportion of non-zero elements
in the three datasets is about 0.00137, 0.00116, and 0.00216,
respectively. This once again demonstrates the imbalance of
different categories of information, but also reflect the sparse
nature of the EAM. In Section III-B, we will further solve the
sparse problem. For the initial EAM illustrated in Fig. 3 (i.e.,
top three subfigures), all non-zero elements in friend infor-
mation are the same value (i.e., 0 = log(1), where 1 means
there is a friend relationship.), while the range of values of
location information is extremely wide. After undergoing the
rescaling operation (i.e., local and global normalizations), the
distribution of non-zero elements in the final EAM is more
balanced, which is conducive to the feature extraction through
the deep neural network-based iDAEN in Section III-B.

To elucidate the necessity of rescaling operation (i.e., local
and global normalizations), in addition to coping with the
aforementioned data imbalance and sparseness issues, we also
provide simulation experiments to highlight the advantages
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that rescaling operation brings to model training. First of
all, our proposed iDAEN in Section III-B is based upon
AE, and its training goal is to minimize the reconstruction
error. However, the value ranges of initial EAMs constructed
by the three datasets (i.e., London, Los Angeles and New
York) are [0, 585], [0, 1076] and [0, 1687], respectively. After
using the rescaling operation to convert initial EAM to final
EAM, the corresponding value range is only [0, 1). If initial
EAM and final EAM are used as inputs respectively, there
will be a significant difference in the reconstruction error
for iDAEN. Therefore, we utilize a third-party model, i.e.,
GAE in Section IV-B.2, to observe the differences caused
by the rescaling operation in the training process. This is
because, regardless of whether there is a difference in the
value range of the user’s attribute information (i.e., a row
of initial EAM or final EAM), the loss value of GAE is in
[0, 1], which is convenient for observation. Fig. 4 illustrates the
training details of GAE on the London dataset. It can be found
that after converting initial EAM into final EAM through the
rescaling operation (i.e., local and global normalizations), the
converged model will have a lower loss value, which means
better training results.

B. Feature Extraction

With the proposed EAM, we already have the ability to
represent multi-source information simultaneously. However,
this representation still cannot directly extract the essence of
multi-source information. Moreover, considering the scalabil-
ity and complexity, accompanied by more different sources of
information, the dimensions of the EAM become larger. This
will make it very hard for the iDSN network to directly learn
the similarity between a pair of users based on the labels.
Considering that deep auto-encoder network has outstanding
performance for feature extraction and information fusion [40],
[41], we propose the iDAEN network, utilized as the first stage
of TDFI to extract one fused feature vector for each user via
multi-source information represented by EAM. The iDAEN
network can obtain more general nonlinear combinations of
variables compared to both linear and nonlinear approaches.
In addition to extracting robust features, it can also reduce
the dimensionality of information such that computational
resources can be saved for the second stage of TDFI (i.e., the
iDSN network). Regarding improving convergence time effi-
ciency, in addition to reducing the fused information dimen-
sion, we apply special mechanisms, i.e., skip operation and
feature-reuse, in the design of iDAEN and iDSN, which will be
introduced in the following descriptions of Fig. 5 and Fig. 6.

As illustrated in Fig. 5, the iDAEN network is composed of
two symmetric structures (i.e., Encoder and Decoder). Here
it is specifically designed to include 7 hidden layers. Like
most deep neural networks, adding more layers may result in
better accuracy, but also increase time overhead. Combining
various factors (e.g., inference accuracy and time overhead)
and generalizability for three datasets, the design of 7 hidden
layers is suitable. Equipped with the encoder network E, which
projects the input X = {�xi}N

i=1 = {�̃ai}N
i=1 onto a latent

space Z with low dimensionality, the decoder network D is to

reconstruct the input from the latent space. The standard loss
function of deep auto-encoder network is for measuring the
reconstruction error between input and output, and the goal of
training is to calculate suitable parameters Θ to minimize the
loss function, as represented by Eq. (3).

argmin
Θ={φ,ϕ}

||X̂ − X ||2

s.t. Z = E(X , φ), X̂ = D(Z, ϕ) (3)

where X̂ = {�̂xi}N
i=1 denotes the output, φ and ϕ are the

parameters in the encoder and decoder network, respectively.
Although the deep auto-encoder network is effective for

feature fusion, it still needs to be improved to yield to our
scheme. As mentioned earlier, the sparse problem of friends is
ubiquitous in real social networks. That is, the user population
is huge, while the number of friends is relatively small. Thus,
the proposed EAM is sparse (i.e., the number of non-zero
elements is far less than that of zero elements), such that
the network might be unable to extract sufficient features.
To address this problem, penalty on non-zero elements is
added to force the iDAEN network to learn the non-zero
features. In particular, the loss function in Eq. (3) is rewritten
as Eq. (4).

LA(Θ) = ||(X̂ − X ) ◦ X ′||2

=
N∑

i=1

N+M∑
j=1

((x̂i,j − xi,j) · (γ · xi,j + 1))2 (4)

where the symbol ◦ means the pointwise product, X ′ =
{x′i,j = (γ · xi,j + 1)|i ∈ [1, N ], j ∈ [1, N + M ]}, and γ is
a hyperparameter to leverage the tradeoff between penalty on
the non-zero elements and the reconstruction error. Regarding
the operation of adding 1, this is primarily to ensure that the
prediction of zero elements with error (i.e., xi,j = 0, but
x̂i,j �= 0) can has a non-zero loss value.

Since the gradients may vanish or explode, skip connec-
tion is also added between the layers in encoder network
and decoder network in addition to changing the activation
functions. More specifically, the skip connection operation can
be represented as Mg in Eq. (5).

Mg(m) = Em
i ⊕Dm

j (5)

where Em
i and Dm

j are the layers with m neurons in the i-
th layer in encoder and j-th layer in decoder, respectively.
More specifically, this strategy could largely shorten the path
to calculate the gradient, so as to avoid the inconvenience of
gradient vanishment or explosion. In addition, it can also speed
up convergence and quickly completes training on the iDAEN
network. To retain the symmetry of the iDAEN network, the
value of the neurons in the layers of encoder are added to
the corresponding layer with the same neurons in the decoder
network, and the operation is shown in the iDAEN part of
Fig. 5, where the circles with the same color are the symmetric
layers in the encoder and decoder. The skip connection is
demonstrated as the lines with the arrow which has the same
color as the corresponding layers.
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Fig. 5. The framework of TDFI, which consists of an improved deep auto-encoder network (iDAEN) and an improved deep siamese network (iDSN).

C. Friendship Learning

Compared to the EAM representing multi-source informa-
tion, the encoder network E of a well-trained iDAEN network
can further compress the essence of multi-source information
into one fused feature vector for each user. However, inferring
friendship directly from certain common distance (e.g., euclid-
ean distance) of these vectors is irrational. This is because the
fused feature comes from multi-source information, which is
highly abstract and difficult to be compared with each other
directly. To cope with this issue, an improved deep siamese
network is utilized as the second stage of TDFI to infer
friendship, as illustrated in the iDSN part of Fig. 5.

The siamese network was originally proposed as an energy-
based model [42], which was used to judge the similar-
ity between pairwise samples. For example, Ahrabian and
BabaAli [41] creatively established a siamese network to
determine the probability of pairwise samples belonging to
the same category, thereby realizing the verification of hand-
written signatures. The characteristic of our iDSN serves as
a twin-network that projects the pairwise input {vi, vj} to
the pairwise vector {Si, Sj}, as shown in the iDSN part of
Fig. 5. To be more specific, Si and Sj represent the features
of the input extracted by the twin networks. Particularly, the
associated twin networks share the same weights, such that
similar samples can be mapped onto the ambient feature space.
Moreover, the L1 distance between Si and Sj is evaluated,
which is followed by a fully-connected layer with Sigmoid
activation (i.e., f(·)), formulated as Eq. (6).

Oi,j = f(W |Si − Sj | + b) (6)

where f(η) = 1
1+e−η . In addition, W and b represent the

128-dimension weight vector and the bias of the last fully
connected layer, respectively.

Thus, the output of the iDSN network Oi,j is the predicted
label of the pairwise input {vi, vj}, which is in the range
of Sigmoid function, i.e., (0, 1). If the pairwise input has a
friendship with each other, then Oi,j should be close to 1 or
close to 0 otherwise. That is to say, given a threshold, inferring
friendship is equivalent to a binary classification problem.

For training the iDSN network, our goal is to calculate
suitable parameters ψ to minimize the loss function, which
is formulated as Eq. (7).

LS(ψ;P) = − 1
P

P∑
r=1

(yrlog(ŷr) + (1 − yr)log(1 − ŷr)) (7)

where ψ represents all the parameters of the iDSN network.
P = {�p}P

r=1 represents the training set for the iDSN network,
which contains pairwise users with or without friendship.
P = |P| and �pr = (p1

r, p
2
r) represents the pairwise users

{ui, uj}, which can be converted into {vi, vj} through the
encoder network of iDAEN. ŷr represents the output of the
iDSN network, which has the same meaning as Oi,j . And yr is
the true label of input (p1

r, p
2
r), i.e., if (p1

r, p
2
r) is of friendship,

then yr = 1 or yr = 0 otherwise.
To predict with high precision and low time overhead,

we employ the feature-reuse method, which is similar to
that in the first stage of TDFI. However, different from the
iDAEN of TDFI, the skip connection here is carried out
between layers Li and Li+1, i.e., the feature-reuse is achieved
by the concatenation of the neurons in layers Li and Li+1.
Specifically, the skip connection may increase the number of
trainable parameters in the iDSN network, which may increase
the time required to train the deep neural network. However,
the skip connection can shorten the path of gradient flowed
backward, which is useful for training. As a result, the iDSN
network will benefit from the skip connection operation, and
the training time will be reduced. And more details about our
iDSN with skip connection is illustrated in Fig. 6(a). As shown
in Fig. 5 and Fig. 6, the twin-network in iDSN consists
of common layers and neurons reduction. In particular, the
common layers can be divided into F-M-B-D as shown in
Fig. 6(a), where F is a fully connected layer, M is a merge
layer combining the output of F layer in Li and Li+1 by
concatenation, B is a Batch Normalization layer to avoid intern
variance shift, and D is a dropout layer to avoid overfitting,
which is indicated by the red dashed line in Fig. 6. Through
the complementary advantages of F-M-B-D, the iDSN net-
work designed for TDFI can show excellent performance in
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TABLE III

STATISTICAL PROPERTIES OF THE THREE DATASETS

Fig. 6. The detailed structure of iDSN network.

friendship inference. After the common layers, we decrease
the number of neurons by neurons reduction, to achieve a
more efficient comparison of the similarity between different
vectors. More specifically, neurons reduction is different from
common layers. For example, it also contains dropout layer,
but the dropout ratio are different from that of common layers.
In addition, compared to common layers, it has no merge layer
(i.e., F-B-D). By reducing the number of neurons layer by
layer, the last layer contains 128 neurons. That is to say, the
dimensionality of feature (i.e., Si and Sj) obtained from iDSN
is 128, as shown in Fig. 6(b).

IV. EXPERIMENTAL CONFIGURATION

This section introduces the relevant three real-world datasets
for performance evaluation. Meanwhile, to promote fair com-
parisons, we perform analysis of baseline methods, which is
also conducive to revealing the insight of our proposed TDFI.
Finally, we provide the parameter configuration details of all
methods.

A. Real-World Datasets

To match the characteristics of real-world mobile social
networks, we conduct experiments on three real-world datasets
collected from Instagram in 2016. These datasets are originally
utilized for friendship attack [23], which is one of the baseline
algorithms for comparison. More specifically, the data of the
three datasets are from New York, Los Angeles, and London,
respectively. That is, our TDFI will be evaluated on the data
from three different cites, to fully verify the performance of the
proposed method. It mainly contains friend information and
location information (i.e., check-in information). The ground
truth, i.e., the friendship is collected by the followees of the
users via Instagram’s API. The statistical properties of the
three datasets are introduced in Table III. Here, C and F repre-
sent the average number of check-ins and the average number

of friends for each user, respectively. The N(N − 1)/2 in
the last column is calculated as the number of user pairs.
Therefore, the value in the last column indicates the sparsity
of the social networks, which empirically validates that the
EAM in Section III-A is sparse.

Although Backes et al. [23] mentioned that the three
datasets had a lot more detailed check-in information, such
as latitude, longitude, and the category of location, only part
of the information in these datasets is publicly shared, i.e.,
friendship information F and check-in information C. Despite
the lack of detailed information, our proposed TDFI still has
excellent performance with coarse-grained information. This is
primarily for achieving privacy protection, which is a meaning-
ful and popular research topic. For example, Shen et al. [43]
proposed an encryption-based privacy protection method to
avoid leakage of privacy when the graph (e.g., social graph) is
outsourced to the cloud computing paradigm. Unlike privacy
protection from the outside, we utilize the coarse-grained
information directly to achieve fundamental privacy protection.
Moreover, from the coarse-grained information used by TDFI,
it is impossible to distinguish a specific person, which is more
conducive to protecting user privacy.

B. Baseline Algorithms

As far as the various baseline algorithms are concerned,
the methods utilized for comparison in this paper are mainly
divided into two categories. The first category is methods
that only rely on location information. These methods take
the user’s mobility as the key feature, and then judge the
probability of different users becoming friends by comparing
the similarity of the mobility features. The second category is
to use the interaction of structural information between users
and other attribute information to infer friend relationships.
Further detailed introduction is as follows.

1) Mobility-Based Link Prediction Methods:

• Exploiting Place Features in Link Prediction [27].
• Entropy-Based Model (EMB) [36].
• Personal, Global and Temporal (PGT) [44].
• walk2friends [23].

First of all, we employ walk2friends [23] as baseline
algorithm (may be abbreviated as W2F). This is because
walk2friends has high effectiveness and robustness. Specifi-
cally, in addition to walk2friends, there are another 14 baseline
algorithms from [27], [36], [44]. In terms of effectiveness and
robustness, walk2friends has consistently outperformed these
14 models by 13% to 20%. Note that the comparison between
walk2friends and the other 14 baseline algorithms are also car-
ried out on the three dataset adopted in Section V. As a result,
walk2friends serves as the state-of-the-art method in friendship
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Fig. 7. Comparison of performance brought by 7 different pairwise similarity methods of walk2friends. The different proportions of location information
hiding are used to assess robustness. Note that a higher AUC value means better performance.

inference on these three large-scale multi-source information
datasets. The following comparisons, including effectiveness
and robustness, are performed between walk2friends and the
proposed TDFI.

As for the walk2friends method, it utilizes the random
walk, which is often used in network embedding to obtain the
random traces on the user-location bipartite graph. The random
traces containing both users and locations can represent the
mobility neighbors. Then the traces are fed to the skip-gram
model with one hidden layer to be mapped to continuous
vectors. Finally, the prediction of social link among users can
be constructed according to the pairwise similarity, such as
cosine similarity, euclidean distance, and so on.

Although walk2friends method is effective, it relies on the
pairwise similarity methods. To ensure a fair comparison,
we evaluate all pairwise similarity methods for walk2friends,
which are utilized by Backes et al. [23]. More specifi-
cally, these pairwise similarity methods involve 7 common
distance or similarity measures, including cosine similarity,
euclidean distance, correlation coefficient, chebyshev distance,
bray-curtis distance, canberra distance, and manhattan dis-
tance. As illustrated in Fig. 7, cosine similarity, correlation
coefficient, and bray-curtis distance can achieve relatively
better performance, which is consistent with the findings of
Backes et al. [23]. Note that although the performance of
cosine similarity and correlation coefficient are very similar,
cosine similarity achieve 0.0699% improvement over corre-
lation coefficient in New York (i.e., Fig. 7(a)), 0.0202% in
Los Angeles (i.e., Fig. 7(b)), and 0.0313% in London (i.e.,
Fig. 7(c)). This further demonstrates that walk2friends with
cosine pairwise similarity can achieve the best performance,
which is consistent with the optimal experimental configura-
tion by Backes et al. [23]. Moreover, the performance of all
pairwise similarity methods will decrease as the proportion
of hidden location information increases. This indicates that
walk2friends is excessively dependent on the integrity of
location information, and thus the vulnerability increases.
In Section V-B.2, we will further analyze this phenomenon and
compare it with other relevant methods. Considering the fair
comparison, the optimal cosine pairwise similarity is adopted
by walk2friends in all experiments to compare with the newly
proposed TDFI and other baseline methods.

2) Graph-Based Methods With Single or Multiple Sources
of Information:

• Line [7].
• node2vec [8].

• Graph Convolutional Network (GCN) [24].
• Graph Auto-Encoder (GAE) [25].
• Variational Graph Auto-Encoder (VGAE) [25].

As we all know, the widely applied Convolutional Neural
network (CNN) uses discrete convolution. In essence, the
discrete convolution refers to the weighted summation. Tak-
ing image data as an example, CNN utilizes a filter with
shared parameters to construct spatial features by calculating
the weighted sum of the central pixel and adjacent pixels.
However, CNN requires that the data to be processed conform
euclidean structure. For non-euclidean structure data, it is dif-
ficult to apply CNN. In reality, there are a lot of non-euclidean
structure data, such as social network topology. To efficiently
extract the features of non-euclidean structure data, Kipf and
Welling [24] propose the Graph Convolution Network (GCN).
The original GCN algorithm [24] can operate directly on
graphs (i.e., non-euclidean structure data, such as the bipartite
graph of friendship). In addition, GCN can simultaneously
utilize the attribute information (e.g., location information of
each user) of each node in the graph. Overall, it is designed for
semi-supervised learning in a transductive setting, and requires
that the full graph Laplacian is know during training.

Based on the GCN, Kipf and Welling [25] further propose
Graph Auto-Encoder (GAE) and Variational Graph Auto-
Encoder (VGAE). In other words, both of them are the
implementation of GCN on Auto-Encoder (AE) architecture.
More specially, VGAE is implemented based on Variational
Auto-Encoder (VAE) [39]. And both GAE and VGAE consist
of a GCN encoder and a simple inner product decoder,
introduced by Kipf and Welling [25]. Similar to GCN, GAE
and VGAE can simultaneously exploit graph-structured data
(e.g., friendship information) and attribute data (e.g., location
information) of each graph node. It has been demonstrated that
both GAE and VGAE can achieve competitive results on the
link prediction task in citation networks [25], which is consis-
tent with the friendship inference based on location and other
information involved in this paper. Moreover, GAE and VGAE
can naturally incorporate node features (i.e., attribute informa-
tion), which significantly outperform other graph-based link
prediction-oriented methods (e.g., Line [7] and node2vec [8])
on various benchmark datasets, demonstrated by Kipf and
Welling [25]. In addition to walk2friends, therefore, we also
employ GAE and VGAE as the baseline methods, to compare
with the newly proposed TDFI.

As notified above, GCN-based methods (i.e., GAE and
VGAE) can utilize graph-structured information and attribute
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Fig. 8. How different types of attribute information (i.e., one type of attribute information or multiple types of attribute information) affect GCN-based
methods (i.e., GAE and VGAE). Note that a higher AUC value means better performance.

information of each graph node. Specifically, the user’s loca-
tion belongs to attribute information. When we look at all users
globally, the buddy relationship can be regarded as graph-
structured information, and thus datasets concerned in this
paper can achieve the input requirements of GAE and VGAE.
In fact, when we treat each user locally, his or her friend is
actually a type of attribute information. The newly proposed
iDAEN utilizes these two types of attribute information (i.e.,
friend and location). To facilitate fair comparison, we first
analyze which of one type of attribute information (i.e.,
location) or multiple types of attribute information (i.e., friend
and location) is more effective for improving GCN-based
methods. Note that even for one type of attribute information,
GAE and VGAE also utilize multi-source information because
it regard friend information as graph-structured information to
optimize the corresponding network.

Fig. 8 shows the comparison results with different type
of attribute information. It can be found that, except for the
results of the 2nd fold experiment with New York dataset,
in all other experiments, the GCN-based methods (i.e., GAE
and VGAE) using only location information as one type of
attribute information are obviously superior to the methods
using location and friend as multiple types of attribute infor-
mation. Moreover, based on the average results of five cross-
validation experiments, the performance of GAE with one
type of attribute information has been improved by 1.24%,
3.03%, and 3.39% in New York, Los Angeles, and London,
respectively. And the performance improvements of VGAE
with one type of attribute information are 0.15%, 1.63%, and
4.19%, respectively. Therefore, in the following experimental
comparison, we will adopt the GCN-based methods (i.e., GAE
and VGAE) with one type of attribute information to compare
with our proposed method.

These phenomena indicate that GCN-based methods (i.e.,
GAE and VGAE) are difficult to deal with the mutual inter-
ference of different types of attribute information. In other
words, as the types of attribute information increases,
the performance of GCN-based methods will gradually
decline. Based on this perspective, we can leverage the
degradation of GCN-based methods performance to eval-
uate the richness of multi-source information after the
iDAEN processing. When we use the attribute information
processed by iDAEN as the attribute information of GCN-
based methods, the more performance degradation, it means
that the iDAEN module is compatible with more differ-
ent types of attribute information. More analysis will be

discussed in conjunction with the experimental results in
Section V-B.

C. Parameter Setting

In terms of parameter setting, we fully follow the optimal
parameter configuration of the comparison methods to pro-
mote fair comparison. First of all, we set the parameters for
walk2friends in line with the default parameters introduced
by Backes et al. [23], to gain the optimal performance.
In particular, the walk length lw = 100, walk times tw = 20,
and the dimensionality of feature vector dw = 128. Similarly,
for GAE and VGAE, we also follow the network structure
and corresponding parameter settings introduced by Kipf and
Welling [25], which is conducive to achieving the best perfor-
mance of GCN-based methods (i.e., GAE and VGAE).

As for the iDAEN network, the hyperparameter γ in Eq. (4)
is set as γ = 9. In addition, since the range of the input in
iDAEN is in (0, 1), excluding the Sigmoid function in the last
layer to adapt to the distribution of the input, other layers use
Relu function rather than Sigmoid function to avoid gradient
vanishment. The activation function here and skip connection
in Section III-B are both designed to avoid the occurrence of
gradient vanishment. The number of neurons of each layer in
the encoder network for New York, Los Angeles and London
are 70239−500−400−256−128, 52939−500−400−256−
128, 23880−500−400−256−128, respectively. In addition,
the structure of the decoder network is symmetrical with that
of the encoder network.

Since the dimensionality of feature obtained from iDAEN
is 128, the number of neurons per layer for three cities is the
same in the iDSN network, i.e., 128−256−384−640−1024−
640 − 384 − 256 − 128. It can be found that for the datasets
of three different cities, the network structures of iDAEN and
iDSN are identical except that the number of iDAEN input
neurons is different. The experimental results in Section V-B
will show that TDFI has achieved excellent performance on
all three datasets, which further demonstrates the universality
of the proposed TDFI.

V. PERFORMANCE EVALUATION

Based on the experimental configuration in Section IV,
we further evaluate the performance of TDFI in friendship
inference via multi-source information. In this section, we first
introduce the evaluation metrices. And then, via the compar-
ison with the state-of-the-art methods, the effectiveness and
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robustness are analyzed respectively to evaluate the perfor-
mance of our TDFI.

A. Evaluation Metrics

To measure the performance of friendship inference, we uti-
lize three common evaluation metrics for the comparison
between the newly proposed TDFI and baseline algorithms.
One of the evaluation metrics we adopt here is AUC (i.e., the
Area Under the Curve of ROC (Receiver Operating Charac-
teristic) [45]). In our context, the AUC means the probability
that an inference method accurately identify friends and non-
friends. And the higher the AUC of the algorithm is, the
better the performance is. In other words, an inference method
with an AUC of 1 is a perfect friendship inference method
on the given dataset, whereas an inference method with
an AUC of 0.5 is randomly inferring friendship. Moreover,
AUC is the same evaluation metrics as previous friendship
inference algorithms (i.e., walk2friends [23], GAE [25], and
VGAE [25]), which is conducive to the fairness of comparison
between TDFI and baseline algorithms.

In addition to AUC criterion, Equal Error Rate (EER)
and Rate of Detection (RD) are also used for evaluation.
For friendship inference, the pair of users with friendship is
regarded as positive, otherwise, the case is negative. Thus the
FPR (False Positive Rate), TPR (True Positive Rate) and FNR
(False Negative Rate) are defined as Eq. (8), Eq. (9), and
Eq. (10), respectively.

FPR =

of false-positive pairs

of negative pairs

(8)

TPR =

of true-positive pairs

of positive pairs

(9)

FNR =

of false-negative pairs

of positive pairs

(10)

EER, defined as the FPR value of the point on the ROC
curve when FPR equals to FNR. It is a measure which
captures an algorithm’s tradeoff between accuracy and recall,
and one method with lower EER is evaluated to have better
performance. Similarly, RD is defined as the TPR value of the
point where FPR equals to FNR. This criterion is expected
to be higher to have better performance. Considering the
application of friendship inference, a method with lower EER
and higher RD will infer friendship more precisely, which can
promote a better user experience.

We evaluate the above criteria on the methods in two
aspects: each fold cross-validation and the mean value of all
five folds of cross-validation data. In the following contents,
we will introduce relevant results in detail.

B. Experimental Results

To fully verify the effectiveness of the newly proposed
TDFI, 5-fold cross-validation is used in our experiments.
Equipped with the evaluation metrics mentioned above,
we evaluate the proposed TDFI from the perspectives of the
effectiveness and the robustness via comparing to various
baseline algorithms, introduced in Section IV-B.

Algorithm 1 Inferring Friendship via TDFI
Input: Q, P and C
Output: 0 or 1

1 Initialize the EAM A according to P and C
2 Calculate Ã with local and global normalizations
3 repeat
4 Train the iDAEN network through {�̃ai}N

i=1

5 Minimize LA(Θ) in Eq. (4)
6 until convergence
7 Compute the fused feature vector vi for each user ui

8 repeat
9 Train the iDSN network through P

10 Minimize LS(ψ;P) in Eq. (7)
11 until convergence
12 Test Q/P by the well-trained iDSN network

As notified in Section IV-B.2 and Fig. 8, we can leverage
the degradation of GCN-based methods performance to eval-
uate the richness of multi-source information after iDAEN
processing. In addition to TDFI and the referred baseline
algorithms, therefore, we also evaluate the performance of the
combination of GCN and iDAEN, denoted by GCN-iDAEN.
More specifically, we utilize GAE to implement the GCN
framework, and use the fusion features processed by iDAEN
as the attribute information of GAE. Compared with the GAE,
if the performance of GCN-iDAEN is significantly degraded,
it means that iDAEN can save more valuable data of different
types of attribute information. In other words, iDAEN is
compatible with more different types of attribute information.

1) Comparison of Effectiveness: Due to the sparsity of the
social networks indicated in the last column of Table III, the
number of user pairs with friendship is far less than the number
of user pairs without friendship such that the high imbalance of
the labels is brought about. Hence, we utilize the same down-
sampling strategy, introduced by Backes et al. [23]. To ensure
a fair comparison, we randomly sample the same number of
pairs without friendship and integrate them with the pairs with
friendship as a set, namely Q. Then Q is divided into 5 parts,
i.e., Q = {Qh}5

h=1, each of which contains the same number
of pairs with or without friendship. Consequently, we select
4 parts of Q as training set and the remaining one part as
testing set. Specifically, regarding the i-th cross-validation,
we select 4 parts of Q as training set P = {Qh}5

h=1,h �=i, and
the remaining part Q/P as the testing set. That is, we will
evaluate each dataset 5 times. The implementation details of
the newly proposed framework are shown in Algorithm 1. Note
that the friendships for testing are hidden in the training of
both the iDAEN network and the iDSN network, as illustrated
in Fig. 2.

All AUC results of 5-fold cross-validation on three datasets
are demonstrated in Table IV, Table V, and Table VI. The
samples of cross-validation for TDFI, baseline algorithms
(i.e., walk2friends, GAE, and VGAE), and GCN-iDAEN are
equally the same. As notified in Section IV-B.1, all results
of walk2friends are selected with optimal performance among
the 7 pairwise similarity methods, i.e., cosine similarity. GAE
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TABLE IV

EFFECTIVENESS COMPARISON ABOUT AUC DETAILS UPON NEW YORK DATASET, WHERE WALK2FRIENDS ADOPTS THE COSINE SIMILARITY

TABLE V

EFFECTIVENESS COMPARISON ABOUT AUC DETAILS UPON LOS ANGELES DATASET, WHERE WALK2FRIENDS ADOPTS THE COSINE SIMILARITY

TABLE VI

EFFECTIVENESS COMPARISON ABOUT AUC DETAILS UPON LONDON DATASET, WHERE WALK2FRIENDS ADOPTS THE COSINE SIMILARITY

and VGAE also achieve the optimal implementation, which
has been discussed in Section IV-B.2. The ROC curves of
all relevant methods on New York, Los Angeles, and London
are illustrated in Fig. 9. Note that the mean value of AUC
in Table IV, Table V, and Table VI may be different from
that in Fig. 9 (i.e., Fig. 9(a), Fig. 9(b), and Fig. 9(c)), because
the value of each AUC in the referred tables is calculated
separately and then averaged, while the area in Fig. 9 is
calculated by taking all the five folds of cross-validation data
and labels together. Moreover, in addition to being intuitive,
the mean ROC curves can mitigate the impact of some
accidental events, such that the derived conclusion is more
reliable and in line with reality.

As illustrated in Fig. 9, no matter which dataset is used for
evaluation, all mean ROC curves of TDFI, GAE, and VGAE,
are consistently above the curves of walk2friends. This demon-
strates that the proposed TDFI outperforms walk2friends,
no matter what pairwise similarity methods walk2friends
uses. More specifically, TDFI gain 10.59% improvement over
walk2friends in New York, 6.53% in Los Angeles, and 6.18%
in London. Since walk2friends has gain 13% to 20% improve-
ment over other 14 mobility-based baseline methods [23],
the proposed TDFI pushes a great improvement over these
baseline approaches. Since TDFI, GAE, and VGAE all simul-
taneously exploit multi-source information, it also can be
demonstrated from Fig. 9 that the comprehensive utilization

of multi-source information can indeed bring significant per-
formance improvements.

Among these methods (i.e., TDFI, GAE and VGAE) that
all utilize multi-source information, in terms of mean ROC
(equivalent to the average AUC), except for the Los Angeles
dataset, our proposed TDFI is superior to GAE and VGAE.
Specifically, we gain 0.94% improvement over GAE in New
York, and 4.68% in London. TDFI also achieves 0.30%
improvement over VGAE in New York, and 3.61% in Lon-
don. As far as Los Angeles is concerned, the difference in
performance is no more than 0.44% with GAE and 2.28%
with VGAE. Overall, in terms of global average performance,
our TDFI achieves a 7.77% performance improvement over
walk2friends, 1.63% over GAE, and 0.44% over VGAE,
respectively. This means that the newly proposed TDFI out-
performs other methods that utilize multi-source information
in terms of effectiveness.

Moreover, Fig. 9(a), Fig. 9(b) and Fig. 9(c) all show that
the combination of the GCN framework and iDAEN (i.e.,
GCN-iDAEN) will cause a significant degradation in effec-
tiveness. This further demonstrates that the GCN-based meth-
ods cannot cope with the interference between multi-source
attribute information, which has been initially discussed in
Fig. 8. This phenomenon also demonstrates that the informa-
tion processed by iDAEN still maintains the effective data
of multi-source attribute information. That is, iDAEN has
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Fig. 9. Comparison of overall performance in terms of Mean ROC between different methods.

Fig. 10. Comparison of effectiveness and stability between different methods via statistical AUC distribution.

Fig. 11. EER and RD comparison.

excellent compatibility. Therefore, our TDFI can compre-
hensively utilize multi-source attribute information, achieving
superior performance.

In addition to the mean values of AUC (i.e., the area below
mean ROC curves in Fig. 9) for evaluating effectiveness,
we also draw the distribution of AUC in each fold cross-
validation. Specifically, Table IV, Table V, and Table VI have
been designed to check the specific AUC values in each fold
cross-validation, while Fig. 10 is applied to further perform the
comparison in statistical distribution. In Fig. 10, each violin
diagram shows the distribution of the experimental results of
a specific method on a specific dataset. The white circle is the
median value, whereas the thick black line within the violin
indicates interquartile range. The shape of the violin shows the
distribution of the AUC values. First of all, the results illus-
trated in Fig. 10 are consistent with the conclusions involved in
Fig. 9. Moreover, it is obvious that the results of TDFI mainly
converge on the higher AUC value, indicating that most of the
testing results are stable at a high level, whereas the results
of walk2friends mainly converge on the lower AUC value,
indicating that the overall effect is relatively poor. Compared
with GAE and VGAE, TDFI also achieved better performance

on three different datasets. In addition, all GCN-iDAEN results
are clearly distributed at a lower level. This again demon-
strates that, although GCN-based methods can utilize structural
information and attribute information simultaneously, it cannot
handle the interference between attribute information from
different sources. On the contrary, while iDAEN maintains the
diversity of attribute information, the iDSN module of TDFI
can efficiently exploit rich multi-source information to obtain
more outstanding performance.

We also record the results of EER and RD criteria, which
are illustrated in Fig. 11. We can find that regardless of
whether the dataset is from New York, Los Angeles or London,
TDFI always has a lower EER and a higher RD compared
with walk2friends. Specifically, for the three datasets from
New York, Los Angeles, and London, EERs are reduced
by 29.61%, 22.06%, and 18.67%, respectively. And RDs
increase by 12.50%, 7.91%, and 8.27%, respectively. Regard-
ing comparison with GAE and VGAE, our TDFI also achieves
similar performance to AUC in the two metrics of EER and
RD. Overall, in terms of global average EER, our TDFI
achieves 23.45%, 7.87%, and 3.23% reduction compared
to walk2friends, GAE, and VGAE, respectively. Meanwhile,
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Fig. 12. Comparison of mean AUC for evaluating the robustness.

in terms of global average RD with different datasets, TDFI
achieves 9.56% improvement over walk2friends, 3.16% over
GAE, and 1.76% over VGAE. As notified in Section V-A, the
relatively small EER and relatively large RD mean that TDFI
can achieve better performance in terms of effectiveness. That
is, our proposed TDFI is more suitable for the deployment of
friend-recommendation systems in real-world applications.

2) Comparison of Robustness: As noted in the last row of
Table IV, Table V and Table VI, it can be found that the
standard deviation is very small, indicating that our method is
relatively stable. In addition, TDFI and the referred baseline
algorithms (i.e., walk2friends, GAE and VGAE) all utilize the
check-in information for feature extraction. To investigate the
robustness of the friendship inference models with respect to
the check-in information, we randomly discard the 5%, 10%,
15%, 20%, and 25% of the number of check-in information
and evaluate the results. Except for the check-in information,
all the other information (e.g., friend and non-friend informa-
tion) is fixed as previously mentioned with the same default
parameters. Accordingly, the experimental results on robust-
ness comparison of the three different datasets, i.e., New York,
Los Angeles and London, are summarized as the histograms
in Fig. 12(a), Fig. 12(b) and Fig. 12(c), respectively.

First of all, we can find from Fig. 12 that for each method
(i.e., TDFI, walk2friends, GAE, and VGAE), as check-ins
decrease from 5% to 25%, the height of these bars has
changed slightly, which shows that all methods are relatively
stable. This is consistent with the phenomenon reflected in
the last row of Table IV, Table V, and Table VI. From the
perspective of different methods, regardless of the percentage
of hidden check-ins, the methods (i.e., TDFI, GAE, and
VGAE) that can exploit multi-source information, always
achieve superior performance than walk2friends that only
utilizes location information. This further demonstrates that the
simultaneous utilization of multi-source information not only
improves performance, but also offsets the negative effects of
partial information loss. In other words, the comprehensive
utilization of multi-source information is of great significance
for friendship inference.

In terms of qualitative analysis, the newly proposed TDFI
is always more prominent than walk2friends. Moreover, as the
percentage of hidden check-ins increases, the performance
of TDFI may occasionally increase, rather than consistently
decline. This is because information from different sources
will inevitably interfere with each other, and sometimes hiding

part of the redundant information may further reduce inter-
ference. This phenomenon is also reflected in the results of
GAE and VGAE. In addition, the performance improvement
effect brought by multi-source information complementation
is significantly higher than the interference effect. On the
contrary, the AUC results of walk2friends reduce as check-ins
decrease, indicating that walk2friends has a higher dependence
on the check-in information. This phenomenon has also been
illustrated in Fig. 7. Moreover, almost all the experiments
involved in Fig. 7 clearly show that no matter which dis-
tance or similarity measures are adopted, the performance
of walk2friends will decrease as the percentage of hidden
check-in increases. Note that in real-world social networking
scenarios, due to the high correlation between location and pri-
vacy [16], many people choose to hide their location informa-
tion to protect privacy [17]. In terms of quantitative analysis,
in all experiments on the comparative evaluation of robust-
ness, the newly proposed TDFI achieves 5.804%, 1.260%,
and 0.483% performance improvement, over walk2friends,
GAE, and VGAE, respectively. Combining qualitative and
quantitative analysis, it can be demonstrated that our TDFI
still achieves the best performance in terms of robustness.

With numerous comparative experiments, we also demon-
strated the DL-based TDFI is more suitable for deployment in
the real-world MSN applications. As notified in Section IV-B,
among the 7 common distance or similarity methods, cosine
similarity enables walk2friends to achieve the optimal average
performance. Note that in Fig. 7, the drawing data used is the
average of 5-fold cross-validation. As far as the comparison
of effectiveness in Section V-B.1, walk2friends with cosine
similarity has always achieved the best performance. However,
in terms of walk2friends, within all 90 (i.e., 6 × 3 × 5) folds
of experiments on the three datasets, we found some special
cases, where the cosine similarity degenerates from the optimal
option to the sub-optimal option.

As illustrated in Fig. 13, in the 3rd cross-validation on
New York with hiding 20% check-in information, the result
of walk2friends with correlation coefficient is better than the
result of walk2friends with cosine similarity, and we regard
it as one special case. Note that the referred special case is
about the result of a specific experiment, whereas the values
in Fig. 7 are the average results of 5-fold cross-validation
experiments. In addition, in our 90 folds of experiments on the
three datasets, similar special cases occurred 16 times. That is
to say, the performance of walk2friends method relies on the
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Fig. 13. One special case with robustness comparison between TDFI and
walk2friend (i.e., W2F).

pairwise similarity methods. And there is no single pairwise
similarity method that works best in all scenarios. In contrast,
the friendship inference of our proposed TDFI depends on
the iDSN network, whose structure remains unchanged in
all scenarios (i.e., different cities and different percentage of
hidden check-ins). In other words, our TDFI does not require
manual operations to select similarity methods, which can
facilitate the deployment of friend-recommendation systems in
real-world MSN applications. In addition, even if walk2friends
with correlation coefficient has achieved the best performance
in these special cases, our proposed TDFI still outperforms the
best result of walk2friends (i.e., walk2friends with correlation
coefficient), which further demonstrates the effectiveness and
robustness of the newly proposed TDFI.

VI. CONCLUSION

Motivated by the diversification of social forms and various
data with mobile social networks, we proposed, implemented,
and evaluated TDFI, a novel two-stage deep learning frame-
work for friendship inference. Our TDFI enables MSNs to
smartly exploit multi-source user-related data simultaneously,
rather than hierarchically. In terms of details, we first adopted
an extended adjacency matrix with both local and global nor-
malizations for absorbing different information. This matrix
then serves as an input to the iDAEN network to extract
fused feature with low dimensionality. After that, the iDSN
network is utilized to determine whether the pair of users
has friendship by measuring the similarity of the fused fea-
ture. We conducted extensive experiments on three real-world
datasets to evaluate the performance of TDFI and baseline
methods. The trace-driven evaluation results demonstrated that
TDFI can complement the advantages of different information,
avoiding the performance issues caused by insufficient single-
source information. In addition to being compatible with struc-
tural information and attribute information simultaneously,
our TDFI can also exploit different attribute information.
Overall, our qualitative and quantitative evaluations indicated
that the newly proposed TDFI outperforms the existing rec-
ommendation systems with improved accuracy and robustness.
Regarding future work, an interesting open issue is whether
our framework can be extended to the cooperation of different
mobile social networks.
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