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Abstract Although deep learning technologies have been widely exploited in many fields, they are vul-

nerable to adversarial attacks by adding small perturbations to legitimate inputs to fool targeted models.

However, few studies have focused on intelligent networking in such an adversarial environment, which can

pose serious security threats. In fact, while challenging intelligent networking, adversarial environments also

bring about opportunities. In this paper, we, for the first time, simultaneously analyze the challenges and

opportunities that the adversarial environment brings to intelligent networking. Specifically, we focus on

challenges that the adversarial environment will pose on the existing intelligent networking. Furthermore, we

investigate frameworks and approaches that combine adversarial machine learning with intelligent network-

ing to solve the existing deficiencies of intelligent networking. Finally, we summarize the issues, including

opportunities and challenges, which can allow researchers to focus on intelligent networking in adversarial

environments.
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1 Introduction

Owing to the continuous accumulation of large-scale data and rapid development of computing resource
capabilities, such as graphics processing units and field-programmable gate array, deep learning (DL)-
based artificial intelligence (AI) technologies have been successful in providing human-level capabilities
for a variety of tasks. For example, in computer vision, computers have been able to automatically predict
abnormal behaviors that may occur in videos for early warning and avoidance of dangerous events. In fact,
the large-scale accumulation of data is largely due to the development of the Internet. The widespread
deployment and application of the Internet, especially the mobile Internet, can facilitate the continuous
and rapid accumulation of data from various industries, enabling anyone to access a huge amount of data
in arbitrary places.

With the rapid development of intelligent technologies, the Internet has provided large-scale data for
intelligent technologies, and intelligent technologies have also been widely utilized in various fields of the
Internet, such as data mining-based approaches for threat detection [1,2], network resource management
based on deep reinforcement learning (DRL) in datacenters [3], zero-touch network slicing [4], and the
comprehensive utilization of location information in mobile Internet scenarios based on DL [5]. Particu-
larly, in today’s 5G networks, more scenarios of human daily life require the support of various network
technologies, e.g., Internet, cloud computing, edge computing, and Internet of Things (IoT). Emerging
next-generation network technologies, such as autonomous 5G networks and zero-touch networks [6], can
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Figure 1 (Color online) Examples of intelligent networking in the adversarial environment. Is it an angel? Still the devil!

better meet the different demands under different scenarios, which undoubtedly require the support of
various intelligent networking technologies.

In terms of intelligent networking technologies, existing methods with pleasant performance mainly
focus on deep neural networks (DNNs) [7, 8]. However, numerous studies in areas such as computer
vision and speech recognition have illustrated that DNN-based models are vulnerable to attacks with
the addition of small perturbations to legitimate inputs to fool targeted models. In other words, these
legitimate inputs with small perturbations can be considered one type of adversarial example, which
forces existing DNN-based models to lose their original performance (e.g., reliability and accuracy) in
adversarial environments, leading to serious adverse consequences. Some studies [9, 10] have found that
DNN-based models face similar problems in intelligent networking fields, such as intelligent modulation
recognition and intelligent spectrum sensing in wireless communication. For example, a transmitter
equipped with a DNN can predict idle time slots for data transmission through its spectrum sensing
results. However, Sagduyu et al. [10] proposed a novel attack method for this scenario. By injecting
adversarial perturbation over the air, the attacker can fool the transmitter into making the wrong decision
or failing the subsequent training. For intelligent networking, performance indicators, such as robustness
and reliability, are the necessary foundations to support the widespread deployment of various intelligent
networking technologies and directly affect all aspects of peoples’ lives. However, few studies have focused
on existing intelligent networking technologies in such an adversarial environment.

If today’s AI-driven networks (e.g., autonomous 5G networks and zero-touch networks) are required
to become more widely available, then the challenges of intelligent networking technologies in adversarial
environments have to be fully investigated, and effective solutions should be proposed and implemented
as soon as possible. In fact, while challenging intelligent networking, the adversarial environment also
brings about opportunities. As illustrated in Figure 1, some intelligent networking-related technologies
or applications are illustrated, including cloud-based collaborative optimization, edge-based intelligent
computing services, recurrent neural network (RNN)-based traffic anomaly detection, and DRL-based
network resource management.

Taking DRL-based network resource management as an example, through continuous interactions
between the system and environment, the network resource management system can conduct online
learning on how to perform flow scheduling and load balancing [3]. This method can reduce the cost
of human intervention under the premise of ensuring service performance. In the learning process, the
monitoring system has to accurately collect environmental states (i.e., traffic states); otherwise, it will
cause serious accidents. However, these states are easily evolved into adversarial examples due to some
random noises or probability distributions. Particularly in real-world systems, random noise is inherently
inevitable. For example, due to the large traffic scale and restricted costs, network monitoring systems
choose to randomly sample from the full traffic. The active discarding here can be regarded as a kind
of noise. Moreover, severe communication conditions and unreliable network transmission protocols may
inevitably cause loss of valuable data, which is also a kind of noise. In addition, some crafted adversarial
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samples [10–12] are undoubtedly noise, and their harm is very prominent. If such issues cannot be
solved, then the system can easily lose its reliability and cannot be widely deployed in the real world.
The adversarial environment at this time is a devil for intelligent networking technologies. From another
perspective, we can actively interfere with the system to discover potential problems. Based on the idea of
game theory, a resilient autonomous network control system can be implemented via adversarial machine
learning. At this time, the adversarial environment can be regarded as an angel. Because the related
research is still insufficient, the pros and cons of the adversarial environment are not very clear. In other
words, the adversarial environment may be not only a devil but also a valuable angel. This case is also
the reason for the existence of a layer of gray shadow in Figure 1.

Overall, the adversarial environment not only poses challenges to existing intelligent networking tech-
nologies based on DNN models. It also allows existing intelligent networking technologies to obtain new
opportunities to achieve even greater improvements. Investigating the challenges and opportunities of
intelligent networking technologies in adversarial environments is conducive to the further development
and wider popularization of AI-driven networks.

To facilitate a comprehensive understanding of existing intelligent networking technologies in adversar-
ial environments, in this paper, we pose issues and challenges to advance the area of intelligent networking
in adversarial environments. Because adversarial environments also provide opportunities for the devel-
opment of intelligent networking, we present some insights for further studies. Specifically, we propose
some frameworks and approaches to facilitate the integration of adversarial machine learning with exist-
ing intelligent networking technologies. Finally, we provide a comprehensive summary of the challenges
and opportunities that adversarial environments bring to intelligent networking. To the best of our
knowledge, this is the first paper that provides an extensive analysis of existing intelligent networking
technologies in adversarial environments and proposes some valuable frameworks to pave the way for
future advancements.

2 Related work

In this section, we separately review the development of related fields from the representative litera-
ture of intelligent networking, adversarial environment (e.g., adversarial attack and adversarial machine
learning), and intelligent networking in adversarial environments.

Intelligent networking. Various DNN-based technologies have promoted the progress of traditional
networks to intelligent networks. Moreover, intelligent networking technologies [3, 8, 13] have attracted
widespread attention from academia and the industry, and have been developing rapidly. As early as the
1990s, Boyan et al. [14] proposed the utilization of reinforcement learning (RL) for flow scheduling and
load balancing. However, it is difficult to implement at line rate in modern datacenters. Inspired by the
great success of DRL in the field of robot control, Chen et al. [3] proposed a DRL-based automatic traffic
optimization method, achieving significantly better performance than conventional RL-based methods.
Similarly, through leveraging emerging DL methods, Xu et al. [13] implemented a DRL-based congestion
control framework, which can enable the network to control itself according to interactions with the
environment. And it has been demonstrated that the DRL-based framework is flexible and robust to
highly-dynamic network environments.

In this paper, we only take the DRL-based method as an example to clarify the role of DNN-based
method in promoting intelligent networking. In fact, intelligent networking based on DNN or DNN
variants (e.g., DRL, RNN, and deep collaborative learning) involves a very wide range of fields, such as
network intrusion detection [2] (a.k.a., malicious traffic detection [15]), online routing [16], and congestion
control [17].

Adversarial attacks and adversarial machine learning. Although DL has been found to be re-
markable in many scenarios where conventional shallow machine learning methods are difficult to achieve
satisfactory performance, recent studies [18–20] have demonstrated that DNN-based models are vulnera-
ble to crafted adversarial examples. For example, the crafted adversarial examples may be imperceptible
to human eye, but they are possible to make conventional high-performance classification models based on
DL produce incorrect classification results. Similar issues have been found in many application scenarios
(e.g., network intrusion detection [21], computer vision [22], and speech recognition [23]) and intelligent
models (e.g., graph neural network [24], federated learning [25], and meta learning [26]). The adversarial
environment brings issues and challenges to DL, but it also paves a new path to achieve more resilient
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and reliable DNN-based models [27, 28]. For example, based on game theory, Chivukula et al. [27] pro-
posed a secure convolutional neural network (CNN), which can defend against crafted adversarial example
attacks. That is, the CNN trained on adversarial examples is more resilient and reliable.

Overall, the adversarial environment (e.g., adversarial attack and adversarial machine learning) puts
the existing DNN-based technologies in the scenario where opportunities and challenges coexist.

Intelligent networking in adversarial environments. Similar to other fields, DNN-based models
in the field of intelligent networking [9, 10] also expose vulnerabilities and require enhanced robustness.
For example, Lin et al. [9] utilized multiple gradient-based methods to generate perturbations, and added
them to the original input signal to create adversarial samples, which can significantly reduce the accuracy
of DNN-based modulation recognition in the field of wireless communication. As an important part of
the intelligent network, the vulnerability of intelligent network intrusion detection system (NIDS) in
adversarial attacks has been demonstrated via some literatures [11, 12, 21]. Through the cooperation
between model extraction and saliency map, Qiu et al. [11] only modified less than 0.005% of the bytes
in malicious packets to disguise legitimate packets in the IoT environment, which significantly reduces
the ability of NIDS (i.e., KitSune [2]) to distinguish between legitimate and malicious activities.

In addition, the adversarial environment also brings new opportunities to the intelligent networking [12,
21, 29]. Inspired by the ability of adversarial attacks to fool DNN-based models, Hameed et al. [29]
actively perturbed the channel input symbols to prevent DNN-based intruders, thereby protecting the
wireless communication link. Via exploiting the inconsistency of crafted adversarial examples between
NIDS inference and manifold evaluation, Wang et al. [21] established an auxiliary adversarial example
detection system to weaken the negative impact of suspicious inputs on the robustness of intelligent
NIDS. Han et al. [12] established an effective adversarial attack approach with the support of generative
adversarial network (GAN). While fully analyzing the vulnerability of intelligent NIDS, Han et al. [12]
also proposed a method of partial feature elimination to proactively enhance the robustness of NIDS.

Since the Internet has already penetrated into all aspects of human life, extensive DNN-based intelligent
networking technologies are deployed in the physical world, including many safety-critical or robustness-
critical environments. Although adversarial attacks have received a lot of attention in fields such as
computer vision, research on the interaction between adversarial environment and intelligent networking
is still in its infancy. In other words, we have seen only the tip of the iceberg with regard to the intelligent
networking in adversarial environments. In our work, we investigate and summarize the challenges
and opportunities of intelligent networking technologies in adversarial environments, paving the way for
subsequent improvements in this area.

3 Adversarial attacks and adversarial machine learning

In this section, we summarize the essences (i.e., the goals and the approaches) of the adversarial environ-
ment (i.e., adversarial attacks and adversarial machine learning) from a global perspective, paving the
way for the analysis of specific scenarios in Section 4.

3.1 Adversarial attacks

The goals. Through some specific algorithms or elaborate mechanisms to construct adversarial examples,
the adversary forces the well-trained machine learning models, especially DNN-based models, to lose
robustness and reliability, or trigger the leakage of privacy data, resulting in relevant models not being
able to provide regular services.

The approaches. Deep learning is mainly composed of a large number of neurons, which belongs
to biologically-inspired approach. However, the current understanding of neurons in the human brain is
only the tip of the iceberg. Although DL has achieved good results, therefore, it is difficult to quickly
and accurately handle various differential problems like the human brain. In terms of adversarial attacks,
adversarial examples may refer to fake data instances that are carefully crafted by adversaries. For
example, Usama et al. [30] utilized crafted noise to fool the modulation classifier. In addition to some
intuitive changes, DNN can also be used to generate fake data for attack. Sagduyu et al. [10] applied
DNN to enable the adversary to learn behaviors of the transmitter, thereby launching various poisoning
attacks. In terms of attack categories, adversarial attacks can be divided into multiple categories due to
differences in attack methods or prerequisites. As illustrated in Figure 2 [12,28,31–35], we provide some
representative examples of adversarial attack classification.
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Figure 2 (Color online) Examples of adversarial attack classification based on different indicators. Specifically, the adversarial

attacks involved in this figure are associated with many real-world scenarios. This paper provides some specific cases, including

black-box attack [12], grey-box attack [31], and white-box attack [32]; iterative attack [33] and one-shot attack [32]; targeted

attack [28] and non-targeted attack [34]; gradient-based attack [32], GAN-based attack [12], and optimization-based attack [35].

In fact, even if no adversary actively designs adversarial examples, adversarial attacks are ubiquitous.
The main reason is that the current DNN-based model is based on specific or partial data training. It is
difficult to ensure that the dataset can cover all the samples in the real world. Coupled with the errors
or differences in the various data acquisition tools, models that perform well during the training phase
may still expose various problems similar to those that are attacked.

In addition to various attacks that invalidate the DNN-based models, there are also application-level
attacks. These attacks throw a large number of fake samples to the DL model, and then, they can
obtain the privacy information of the real data used by the training model. Thus, the issue of privacy
breaches can also be regarded as an attack. A similar situation limits the source of the training data.
However, data is one of the most important factors for DL (the other factor is computing power), which
is undoubtedly very serious.

3.2 Adversarial machine learning

The goals. Based on game theory or mechanism design, and analysis for specific scenarios, adversarial
machine learning focuses on promoting machine learning models to defend against attacks from adversarial
examples, improving the robustness and reliability, as well as protecting privacy data.

The approaches. In terms of DL, the mechanism inside the neurons is not completely known.
Therefore, DL models have many potential vulnerabilities, which are exploited by adversarial attacks. One
of the most extensive adversarial machine learning approaches is achieved by an auxiliary neural network
that confronts the major neural network. Based on the idea of game theory, both parties continuously
improve their performance without knowing the internal principle of their own vulnerabilities. Once the
game equilibrium is reached, some potential vulnerabilities in the neural network are eliminated, making
DL more resilient and reliable.

In addition to confrontation based on the idea of game theory, it is also possible to characterize
adversarial examples based on a specific scene. In terms of characterizing adversarial examples, the
temporal dependency-based method has been proposed for audio adversarial examples [36], which can
effectively improve the ability of the discriminator against adversarial examples. In fact, intelligent
networking can also utilize similar unique properties of data to improve robustness. For example, there is
the temporal dependency between traffic data in the field of intrusion detection. In the case of adversarial
attacks, the victim should exploit the unique properties when designing the corresponding DNN-based
models, and then identify adversarial samples.

In summary, whether based on the relevant theories of game theory or not, adversarial attack and
adversarial machine learning can be regarded as two subjects participating in the game. They both aim
to defeat the other party to strengthen their dominant position and continue to evolve. Moreover, their
respective dominant positions vary according to different scenarios, but they are always opposed. For
example, with regard to the maximum-minimization problem illustrated in Eq. (1), the adversarial attack
is to minimize the reward, while the adversarial machine learning is to maximize the reward. However, in
some classification tasks, it is a minimum-maximization problem. The adversarial attack is to maximize
the loss function, while the adversarial machine learning is to minimize the loss function.
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4 Challenges and opportunities for intelligent networking in adversarial en-
vironments

According to the discussion in Section 3, it is clear that adversarial environments can limit the develop-
ment of AI technologies. However, if researchers actively solve these dilemmas, adversarial environments
can further enhance the robustness and reliability. In this section, combining some representative sce-
narios in the field of intelligent networking and the essence revealed in Section 3, therefore, we will
further analyze the situation of intelligent networking in adversarial environments, including challenges
and opportunities.

Compared with computer vision and other fields, intelligent networking technologies start late. As
of the current position, there are few studies [9, 10] that have focused on the intelligent networking in
adversarial environments, which limits the further development of intelligent networking technologies. In
this section, we analyze the challenges faced by several mainstream intelligent networking technologies
in adversarial environments. Based on the opportunities that coexist with these challenges, we have
proposed some extension frameworks and development approaches, hoping to pave the way for subsequent
improvements in this area.

Regarding the specific scenarios of the intelligent networking, we first focus on the most representa-
tive RNN-based and DRL-based approaches, to illustrate the challenges and opportunities of intelligent
networking technologies in adversarial environments. These two approaches support network security
and network resource management, respectively. In addition to the internal technologies of the intelli-
gent networking, we also pay attention to the collaborative learning based on networking. Collaborative
learning can not only promote the development of intelligent networks [37], but also can be regarded as
a network-based service.

4.1 RNN-based intelligent networking

Network traffic, as an important factor in the Internet, carries all Internet activities. In the face of various
security threats in the network, traffic anomaly detection in cyberspace security, is an important research
direction to defend against various network attacks. There have been some shallow learning methods to
achieve traffic anomaly detection, but they are overly dependent on feature engineering, and it is difficult
to deal with complex traffic anomalies, especially malicious intrusions that have not been seen before.
Depending on a large number of neurons, DL can mine more effective features without the aid of feature
engineering. At the same time, network traffic has obvious characteristics in sequence, so the RNN-based
anomaly detection method [38, 39] has become one of the important intelligent networking technologies,
which plays a vital role in proactive network management. For example, Yin et al. [38] proposed a method
using RNN to implement an intrusion detection system (IDS), namely RNN-IDS. Experiments show that
RNN-IDS outperforms other shallow learning methods in both binary and multi-classification tasks.

For network traffic, there are inevitable fluctuations. What’s more, traffic monitoring tools are also
subject to errors. These errors or fluctuations may become adversarial examples, causing the DNN-based
model to lose its original function and triggering security incidents. Therefore, the traffic anomaly detec-
tion method based on DL must have strong robustness. Based on human knowledge, we can continuously
optimize DNN architecture and improve the generalization ability [28]. For example, through theoretical
knowledge such as information theory, Zhao et al. [28] proposed the stability-based defense mechanism to
improve the generalization ability of intelligent edge computing services. Via the knowledge of frequency
domain analysis, Fu et al. [15] proposed a realtime malicious traffic detection system, which achieves
higher throughput, higher accuracy, and compatibility with more types of malicious traffic. However, due
to the mystery of how neurons work, the improvement effect of this method is limited. In fact, we can
actively use adversarial examples to improve the generalization ability of DNN, which is the opportunity
brought by adversarial environments. Based on long short-term memory (LSTM), we for the first time
propose an adversarial machine learning framework, illustrated in Figure 3. It can automatically opti-
mize the network structure and improve the generalization ability. Specifically, it consists of LSTM-based
generator and LSTM-based discriminator. In the newly proposed proactive defense framework1), the gen-
erator is an LSTM-based encoder-decoder structure. To obtain characteristics in sequence, massive real

1) Note that in this paper, the proactive defense framework we propose for RNN-based intelligent networking has universal

characteristics and is compatible with other RNN variants (e.g., gate recurrent unit (GRU) and bi-directional LSTM (BiLSTM))

and scenarios similar to anomaly traffic detection. Therefore, we take LSTM as an example to illustrate the core ideas through a

relatively intuitive description.
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LSTM-based Generator
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Figure 3 (Color online) LSTM-based adversarial machine learning framework for traffic anomaly detection, which can automat-

ically optimize the DNN-based structure.

traffic can be fed to the LSTM-based encoder to optimize related model parameters, so that the referred
LSTM-based encoder has the ability to characterize real traffic. After learning through several layers
of networks, it can produce one hidden state, which contains both short-term and long-term memory.
Subsequently, we actively add random noise to the hidden state, creating a new hidden state. And then,
we use the new hidden state as input to the LSTM-based decoder, thereby reconstructing fake network
traffic.

Based on the idea of game theory, we use another LSTM as a discriminator. Both real traffic and
fake traffic generated by the generator, are then fed to the LSTM-based discriminator. Finally, the
RNN-based proactive network management framework (e.g., anomaly traffic detection) will have a more
reliable feature extraction capability, which is conducive to the construction of a more reliable and efficient
intelligent networking system.

4.2 DRL-based intelligent networking

Owing to the characterization capabilities of DNN, reinforcement learning has achieved extraordinary
success in the control areas, such as autonomous driving and edge network resource management. DRL
does not require human intervention, but through continuous interactions between the DNN-based agent
and the environment. Based on the feedback given by the environment, it can gradually find the best
control strategies from scratch. This is consistent with the goal of intelligent control of networks. There-
fore, in recent years, DRL has achieved rapid development and outstanding performance in the field of
intelligent networking [3, 13, 40].

However, DRL, as a basic framework, has been found to face enormous challenges in adversarial
environments [41,42]. The core task of DRL is to use DNN to give optimal strategies in a given environ-
ment based on constant interactions with the environment. Some adversarial attacks against DRL have
emerged recently. For example, the adversary can adopt the strategy-time attack method [41], which can
reduce the rewards that the intelligent agent obtains from the environment by attacking the interaction
for a short period of time. Specifically, in this small period of interaction, the adversary can create some
unrealistic states that interfere with rewards. Moreover, Lin et al. [41] also proposed another effective
attack strategy for DRL, namely the enchanting attack. It predicts the future states, and then generates
a preferred sequence of actions for luring the agent. Subsequently, a sequence of adversarial examples is
crafted to lure the agent to learn wrong strategies.

Similar attacks are also easy to implement in the field of intelligent networking, but few people are
currently concerned. As illustrated in Figure 4, in the field of intelligent networking, the states contained
in the environment include but not limited to the basic 5-tuple (i.e., protocol, source IP, destination IP,
source port, and destination port), throughput, and round-trip time (RTT). For these state elements, it
is very easy for hacker or adversary to interfere with, or design attack samples based on predictions. Note
that the attack here only requires the attacker to have the opportunity to interact with the victim [42],
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Figure 4 (Color online) Examples of DRL-based intelligent network resource management in the adversarial environment.

and does not require the attacker to have control authority over the victim as a prerequisite for the attack.
DRL-based intelligent networking technologies have to learn the optimal strategy based on the feedback
from the environment. Once the hacker successfully modifies the state based on his or her own intention,
the reward calculated based on the feedback from the environment will be wrong. And then, it is easy
to learn some wrong strategies, even a strategy designed by the hacker. Considering the widespread
utilization of the intelligent networking, similar attacks can easily cause irreversible consequences.

To defend against similar attacks for DRL-based intelligent networking, we can characterize networking
adversarial examples based on specific properties of the network environment. For example, temporal
dependency in network traffic can be used to gain discriminative capacity against adversarial examples.
In addition to characterizing adversarial examples, we can leverage these attacks against DRL to train a
more robust DRL-based intelligent networking framework. Through the adversarial training, intelligent
networking technologies based on DRL can get significant increase in robustness to parameter variations.
It can enable intelligent networking technologies to provide more reliable services, thus promoting the
further popularization and deployment of intelligent networks.

Overall, the game theoretic framework for adversarial attack and defense of intelligent networking in
adversarial environment can be described as the maximum-minimization problem. In this paper, we
utilize

max
θ

E(st,at)∼D

[

min
δt∈Φ(st)

R(st + δt, at; θ)

]

(1)

to illustrate the game theoretic framework.
Regarding Eq. (1), st and at are the environment state and the action performed by the DNN-based

intelligent networking agent at time t, respectively. D refers to the distribution of related data. R(·) refers
to the rewards obtained by performing the specific action with the specific environment state. Through
continuous interactive training, the DNN-based intelligent networking agent aims to find the optimal
model parameters θ to maximize the expected cumulative reward E. On the contrary, the attacker relies
on limited knowledge (e.g., model structure and observed data laws) to create perturbation δt with specific
constraint Φ(·). In other words, st + δt is the adversarial example. The referred constraint Φ(st) here is
to ensure the concealment of the attack, so st + δt is a crafted adversarial example. The attacker aims to
use adversarial examples to minimize the reward, thereby forcing the DNN-based intelligent networking
agent to learn some wrong strategies.

4.3 Collaborative learning for intelligent networking

With the rapid development of network technologies, the network is not only integrated into all aspects
of human life, but also connected to multiple smart devices. In particular, the rise of autonomous 5G
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has further promoted the development of IoT devices. For autonomous 5G, IoT-related automated 5G
technologies are much more important. IoT devices or IoT-like devices, computing power, and storage
capacity are very limited. However, the success of DL algorithms is mainly due to the computing power
and the access to significant amounts of data. In the process of accessing more data, the issue of privacy
leakage in data sharing cannot be ignored. For example, Qu et al. [43] proposed a GAN-based data
argumentation method to cloak original data information, thereby protecting privacy in data sharing.
Data sharing based on privacy protection can enrich the data of a single device, but the limited computing
ability of IoT devices is still a bottleneck.

To enable various resource-constrained devices, like IoT devices, to enjoy the benefits of DL, collab-
orative learning for indirect data sharing has become one of the important ways [28, 37]. In this way,
collaborators can independently learn based on their own small amount of data and limited computing
power, then obtain a comprehensive DL-based intelligent model through cooperation between collabora-
tors. Moreover, the Internet architecture is naturally distributed. A large number of devices (e.g., router
and switch) are connected to each other and cooperate with each other to perform various tasks such
as network transmission. Collaborative learning is perfectly adapted to this scenario, thereby promoting
the development of intelligent networking.

With the development of adversarial attacks, privacy leakage has brought enormous challenges to
collaborative learning. The communication-efficiency problem can affect the quality of service [44], while
the privacy leakage may directly cause users to refuse to adopt the service. Specifically, in collaborative
learning, each collaborator only trains their respective network structures in order to maintain their own
privacy data. Subsequently, the collaborators upload model parameters they have learned to the cloud
and then synchronize them to other collaborators, or directly to other collaborators through the peer-
to-peer network, so that each collaborator can learn a relatively complete model. However, even with
technologies such as differential privacy to protect information, it is still susceptible to adversarial attacks.
For example, the adversary can pretend to be a collaborator while training a generated adversarial
network locally. It can guess what privacy data other honest collaborators have by generating some fake
samples [45]. This type of attack not only breaks the defense of the differential privacy, but is also easier
to implement than attacking cloud-based centralized learning. Since collaborative learning requires the
participation of multiple collaborators, and the impact of backdoor attacks against DL-based models is
more secretive, the malicious behavior of backdoors can also be propagated from one collaborator to
other collaborators [28]. Especially for privacy-sensitive applications and scenarios, similar attacks to
collaborative learning are extremely serious.

Similar to the DL-based model inherent in intelligent networking, attacks to collaborative learning
also provide the opportunity to proactively design a more resilient and reliable collaborative learning
mechanism for intelligent networking. For example, to defend against privacy leaks based on adversarial
attacks, we can apply blockchain to ensuring privacy protection during parameter transmission. Mean-
while, blockchain-based storage technology can also detect malicious activities such as data tampering
involved in backdoor attacks. In addition, we can design a more reliable differential privacy mechanism
to enable the privacy-preserving collaborative learning.

5 Conclusion and future work

Since more and more intelligent networking technologies are implemented with DL, while DNN-based
models are vulnerable to crafted adversarial examples, understanding existing intelligent networking
technologies in adversarial environments is becoming significant for safety-critical or robustness-critical
scenarios. In this paper, we present a comprehensive analysis of opportunities and challenges for in-
telligent networking in adversarial environments, including adversarial attacks and adversarial machine
learning. Specifically, in terms of RNNs and DRL, both of which are widely used frameworks for intelligent
networking, we analyze the implementation of attacks and propose solutions. In addition, collaborative
learning, which is inherently compatible with the distributed Internet, is analyzed in detail. To the best of
our knowledge, this is the first paper that provides an extensive analysis of existing intelligent networking
technologies in adversarial environments and proposes valuable frameworks and approaches to pave the
way for future advancements.

In addition to attracting widespread attention from academia and the industry in the field of intelligent
networking through this paper, we think that there are still some open research issues to achieve an
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extensive deployment of intelligent networking in adversarial environments. Specifically, we emphasize
the following open research issues to further pave the way for the widespread deployment of intelligent
networking in adversarial environments.

(1) Simulation platform and dataset for adversarial attacks. The vulnerability of intelligent
networking will cause significant economic losses or security accidents. We cannot directly perform
adversarial attacks against intelligent networking. Therefore, in-depth research requires researchers to
design simulation platforms that can create various attack scenarios, and then design related attack
methods, as well as defense mechanisms. In addition, how to integrate or expand historical attack data
from different scenarios into a dataset is extremely important for promoting the development of intelligent
networking in adversarial environments.

(2) Robustness evaluation standard. Whether an attack method is efficient or a defense mech-
anism is effective is inseparable from the robustness evaluation of the relevant intelligent networking
technology. However, intelligent networking technologies involve diverse scenarios, and adversarial en-
vironments are complex and changeable. To ensure the safety and reliability of intelligent networking
technology, researchers are required to design robustness evaluation standards with high flexibility and
strong scalability.

Different from the above research directions that are applicable to various issues of intelligent net-
working technologies, some specific academic issues are also worthy of attention. As discussed in Subsec-
tion 4.3, the interconnected nature of network devices makes collaborative learning an important path
for the development of intelligent networking. However, multi-party cooperation makes malicious attacks
concealed. In addition to the simulation platform and evaluation standard, we must also actively defend
against malicious adversarial attacks from the design of collaborative algorithms.
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