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Abstract
Since intelligent algorithms such as deep 

learning (DL) have strong expressiveness, flex-
ibility, and scalability for complex problems, 
some DL-based methods have been applied to 
Internet architecture-related scenarios, such as 
congestion control and malicious traffic detec-
tion. However, DL-based models have relatively 
high requirements for resources such as data and 
computing, and the existing Internet architecture 
requires further evolution to break through these 
limitations. In this article, we propose the collab-
oration-enabled intelligent Internet architecture, 
which can leverage intelligence to facilitate the 
evolution of Internet architecture in more com-
plex scenarios. Specifically, we first discuss the 
inherent opportunities and challenges of enabling 
the Internet architecture to be intelligent through 
collaboration, which are brought by the imbal-
ance of Internet supply and demand, distributed 
organizational structure, and the lack of built-in 
security. Immediately after, we present the newly 
proposed collaboration-enabled intelligent Inter-
net architecture, which consists of heterogeneous 
hardware infrastructure and a collaboration-ori-
ented software service platform. Through the 
complementarity of these two components (i.e., 
providing hierarchical computing and full exploita-
tion of hierarchical capabilities), it promotes the 
collaboration of intelligent algorithms built into 
the Internet architecture. Moreover, some flexible 
algorithmic modules for the proprietary require-
ments of the Internet architecture are built into 
the software service platform. Finally, we take 
multi-classification malicious traffic detection as 
a case study, and demonstrate the advantages 
of enabling Internet architecture to be intelligent 
through collaboration.

Introduction
The explosive growth in the number of Internet 
users and applications requires continuous optimi-
zation of services provided by the Internet, such 
as deterministic security, high throughput, and 
low latency. Therefore, the Internet architecture 
has been evolving to continuously optimize vari-
ous performance metrics. However, these prob-
lems that the Internet architecture solves are also 
increasingly complex, for example, the prolifera-
tion of state dimensionality and the coexistence of 
multiple optimization objectives. Taking malicious 
traffic detection as an example, the existing traffic 

scrubbing requires high monetary expenditures 
because attackers will hide their attack charac-
teristics in complex traffic patterns, and traffic 
blackhole will violently endanger legitimate traffic. 
Similarly, although explicit congestion notifica-
tion (ECN) is widely utilized by congestion control 
schemes, traditional static ECN-based congestion 
control cannot adapt to high-speed production 
networks [1], failing to provide high-bandwidth 
and low-latency transmission services.

To solve complex problems in various scenar-
ios, the evolution of Internet architecture toward 
artificial intelligence (AI) has achieved remark-
able results. For example, to address the issue that 
static ECN-based congestion control has become 
a bottleneck in high-speed datacenter network, 
Yan et al. [1] propose an intelligent solution based 
on deep reinforcement learning (DRL). The DRL-
based solution automatically configure ECN mark-
ing threshold according to the environmental 
state, which significantly improves the data trans-
mission efficiency. Fu et al. [2] integrate frequen-
cy domain features and intelligent algorithms to 
detect malicious traffic, which is more effective 
against unknown attacks.

Although intelligent algorithms such as deep 
learning (DL) or deep neural networks (DNNs), 
have obvious advantages in complex prob-
lems, they require sufficient data and computing 
resources as a basis. However, partial devices 
(e.g., routers and switches) in the existing Inter-
net, cannot provide the corresponding resourc-
es. In other words, resource constraints limit the 
widespread deployment of intelligence in exist-
ing Internet architecture. The existing Internet 
architecture requires the evolution of hardware 
foundation, software services and intelligent algo-
rithms to support intelligence.

To enable more Internet devices1 in the trans-
mission path (not just end devices or bypass 
devices) with intelligence capabilities, we find that 
collaboration is a path that naturally matches the 
Internet architecture. First of all, the devices in the 
Internet follow a distributed organizational struc-
ture and cooperate with each other to perform 
various transmission tasks. Second, collaborative 
learning frameworks (e.g., federated learning [3, 
4]) allow individuals to jointly optimize models 
under limited computing and storage resources, 
reducing resource requirements and protecting 
individual privacy.

In this article, we propose a collaboration-en-
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abled intelligent Internet architecture, which 
not only involves the collaboration of intelligent 
algorithms, but also integrates hardware and 
software services. Under our proposed collabo-
ration-enabled intelligent Internet architecture, 
the intelligent activities of a single individual are 
illustrated in Fig. 1, which mainly includes three 
stages: perception, decision-making, and collab-
oration. Specifically, in the perception stage, the 
individual perceives various states of the Internet, 
thereby providing the necessary inputs for the 
decision-making stage. Moreover, through device 
perception, the existing and synergistic computing 
resources can be identified to provide comput-
ing guarantees for the decision-making stage. In 
the decision-making stage, the control plane and 
the data plane are separated, and each has intel-
ligent capabilities, which is an effective intelligent 
implementation approach. Among them, data 
plane AI can directly participate in Internet ser-
vices (e.g., malicious traffic detection and conges-
tion control), and control plane AI can optimize 
the corresponding configuration. On the basis of 
independent intelligence, individuals also need 
to cooperate with each other. In the collabora-
tion stage, individuals participate in data-oriented 
collaboration, model-oriented collaboration and 
computation-oriented collaboration. Note that 
these intelligent activities of each individual are 
supported by our proposed collaboration-enabled 
intelligent Internet architecture.

To pave the way for collaboration-enabled 
intelligent Internet architecture, we first discuss 
the opportunities and challenges for collaboration 
to enable intelligent Internet architecture from dif-
ferent perspectives, including existing foundations 
and development trends. Subsequently, due to 
the inability of the existing Internet architecture to 
guarantee computing and data, we propose the 
collaboration-enabled intelligent Internet architec-
ture, which integrates heterogeneous hardware 
infrastructure and collaboration-oriented software 
service platform to support collaboration. Through 
the cooperation of each other, the evolution of 
the Internet architecture can be accelerated to 
adapt to more unknown scenarios. Moreover, 
inspired by the proprietary requirements of Inter-
net architecture, the referred platform designs a 
variety of flexible and diverse intelligent algorith-
mic modules. In addition, we take the multi-classi-
fication malicious traffic detection as a case study 
to illustrate the positive effects of collaboration 
experimentally. We summarize the key contribu-
tions of this article as follows:
•	 Based on a comprehensive analysis of sup-

ply-demand imbalance, distributed organiza-
tional structures, and security flaws, we for 
the first time discuss the inherent opportuni-
ties and challenges of enabling the Internet 
architecture to be intelligent through collab-
oration.

•	 Through the joint innovation of hardware 
and software platforms, as well as intelligent 
algorithmic modules, we propose the col-
laboration-enabled intelligent Internet archi-
tecture, which facilitates the evolution of 
Internet architecture in more complex sce-
narios.

•	 Via case studies on multi-classification mali-
cious traffic detection with two datasets and 

Non-IID configuration, we experimentally 
demonstrate the salient advantages that col-
laboration brings to Internet architecture.

Related Work
In recent years, the demands of the Internet in 
terms of deterministic security, high through-
put, and low latency have been continuously 
improved. Due to the advantages of intelligent 
algorithms such as DL or DNN in dealing with 
complex problems, many supporting technologies 
for the Internet are further optimized with intel-
ligence [2, 5]. For example, in high-throughput 
scenarios, unsupervised learning methods [2, 6] 
are applied to improve the accuracy of network 
intrusion detection. Chen et al. [5] proposed a 
DRL-based system to achieve datacenter-scale 
traffic optimization. However, existing intelligence 
for Internet architecture are mainly deployed on 
a single network device. Even though multiple 
devices are intelligent, they lack cooperation with 
each other. For example, although DRL-based 
scheme for dynamic ECN marking thresholds [1] 
is deployed on multiple switches, the agents on 
these switches are independent of each other, 
and there is no cooperative utilization of states 
observed by different agents.

In fact, the devices in the Internet are inter-
connected with each other and naturally have 
the ability to transmit information (i.e., coopera-
tion through information exchange or sharing). 
Moreover, much literature [7, 8] confirms that 
collaboration can better explore the value of 
local data. For example, Hu et al. [8] propose a 
federated video analytics architecture, in which 
edge nodes transmit their own analysis results 
on the basis of maintaining privacy, which effec-
tively improves the accuracy of video analysis. In 
addition, co-training a model directly through col-
laborative learning algorithms such as federated 
learning is also a way to achieve collaboration [3, 
9]. For example, for unreliable wireless systems, 

FIGURE 1. Under our newly proposed collaboration-enabled intelligent Internet 
architecture, part of the activities related to intelligence that a single individ-
ual can participate in.
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Salehi et al. [9] propose a federated learning algo-
rithm to enable resource-constrained devices to 
jointly train the intelligent model. However, col-
laborative learning also exposes vulnerabilities in 
poisoning attacks [10], backdoor attacks [4], and 
so on, and requires the incorporation of corre-
sponding defense mechanisms at the beginning 
of the design. Especially in such an important sce-
nario as the Internet architecture, security threats 
are more worthy of attention.

For the Internet architecture, there are both 
opportunities and challenges to achieve intelli-
gence through collaboration. Existing research 
emphasizes the application of collaboration to a 
specific problem, or algorithm optimization. In 
this article, we integrate software and hardware 
to implement collaboration-enabled intelligent 
Internet architecture, which in turn supports col-
laboration in a wider range of scenarios.

Inherent Opportunities and Challenges for 
Internet Architecture

Since the beginning of ARPANET, the Internet 
architecture has been constantly evolving. These 
technological evolutions are due to continuous 
changes in the relationship between supply and 
demand, resulting in many advanced technologies.

The collaboration-enabled intelligent Inter-
net architecture is also driven by a variety of 
internal opportunities and challenges, including 
supply-demand imbalance, distributed organiza-
tional structure, and necessary security assurance. 
In this section, therefore, we discuss why collabo-
ration-enabled intelligent Internet architecture is in 
line with the technology development trend from 
the above-mentioned aspects.

Imbalanced Supply and Demand
The referred supply refers to the ability of the 
Internet to provide various network services, while 
the demand refers to users’ expectations for Inter-
net in terms of security, throughput, latency, and 
so on. Regarding the early Internet, users have 
none requirements for throughput and latency. 
Correspondingly, the Internet architecture only 
ensures that different devices or terminals can 
communicate with each other.

However, with the emergence and promotion 
of excellent technologies such as mobile Internet, 
cloud computing, and edge computing, the ser-
vices provided by the Internet are also growing 
explosively, thereby, the number of users con-
tinues to increase. The contradiction between 
supply and demand is constantly changing. For 
example, cloud computing can utilize resources 
efficiently, but the communication cost cannot 
meet the requirement of low latency.

The evolution of the Internet architecture has 
lagged behind the rapid growth in demand. To 
better support the evolution of the Internet archi-
tecture, intelligence represented by DL or DNN 
has outstanding advantages, including: 

•	 High expressiveness: Via nonlinear functions, 
complex spaces can be depicted. Moreover, 
extracting the essence of large-scale data 
can even tackle completely new issues.

•	 Extensive flexibility: For the same device or 
platform, whether it is the intelligent internal 
structure or the corresponding model param-
eters, it can flexibly adapt to new scenarios.
Overall, intelligence can significantly enhance 

the supply capacity of the Internet architecture, 
and promote the continuous evolution of the 
Internet architecture, to serve various emerging 
demands.

Distributed Organizational Structure
Although the application scenarios and archi-
tecture of the Internet continue to evolve, the 
Internet architecture has always followed the min-
imalist design principle.2 By endowing the Internet 
architecture with intelligent capabilities, the Inter-
net core network can also have strong expres-
siveness and extensive flexibility. That is, while 
continuing to follow the principle of extremely 
simplified design, intelligence enables various net-
work devices in the core network to have a more 
inclusive management foundation and evolution-
ary capabilities.

With regard to empowering the Internet archi-
tecture with intelligence, large-scale data and 
high-performance computing resources bring new 
challenges. Similar to the minimalist design prin-
ciple, the Internet has always followed cross-do-
main, hierarchical, and open interconnection since 
the beginning of its design. Through in-depth 
analysis of the organizational structure of various 
network devices in the Internet architecture, it 
can be found that the distributed organizational 
structure can provide a path for implementing 
intelligence.

Specifically, open interconnection allows shar-
ing of information between different devices, 
such as raw data, model parameters or model 
gradients, and so on. Simultaneously, tasks of dif-
ferent devices, such as the training of malicious 
traffic detection models, can also be delegated 
to other devices. In addition, cross-domain hier-
archies allow the Internet architecture to imple-
ment different levels of intelligence capabilities 
based on service scope and existing infrastruc-
ture. Moreover, collaborative learning frameworks 
represented by federated learning are also devel-
oping continuously, providing a solid foundation 
for implementing collaboration-enabled intelligent 
Internet architecture.

By exploiting the characteristics of distributed 
organizational structure, collaboration enables the 
existing Internet architecture to achieve intelligent 
capabilities in a scenario where computing and 
data resources are limited, and various network 
devices with significantly different software-level 
and hardware-level capabilities are utilized as the 
basis.

Necessary Security Assurance
The minimalist design principle at the beginning 
of the Internet construction weakens the securi-
ty factor, and its distributed organizational struc-
ture strengthens the difficulty of defending against 
security threats. Therefore, the evolution of intel-
ligent Internet architecture enabled by collabo-

For the Internet architecture, there are both opportunities and challenges to achieve intelligence 
through collaboration. Existing research emphasizes the application of collaboration to a specific prob-

lem, or algorithm optimization.

2 This refers that the imple-
mentation of the Internet 
edge (e.g., end devices and 
protocols) is relatively com-
plex, while the Internet core 
network (e.g., routers) is sim-
ple and only performs simple 
forwarding functions.
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ration should fundamentally focus on necessary 
security assurance.

In fact, collaboration-enabled intelligent Inter-
net architecture creates new opportunities, as well 
as new risks and challenges. With regard to new 
opportunities, intelligence enables the Internet 
architecture to more efficiently detect and defend 
against various security threats. However, intelli-
gent models are vulnerable to adversarial attacks 
[11], and the vulnerability will bring security risks 
to the intelligence-based Internet. Moreover, dis-
tributed collaboration makes attacks against AI 
models more stealthy. In addition, the premise 
of collaboration is the sharing of information. 
Even if the shared information is not the raw data, 
the shared information contained in gradients or 
parameters is essentially a mapping of the raw 
data, and there is still a risk of privacy leakage.

Although opportunities and challenges coexist, 
we can still solve the corresponding challenges 
through proper design and implementation, and 
maximize the positive utility brought by collab-
oration-enabled intelligent Internet architecture. 
In addition to considering these challenges in 
our design and implementation, today’s Internet 
has deployed some mature technologies to cir-
cumvent the potential risks of collaboration. For 
example, source and path verification technolo-
gies [12, 13] can ensure the authenticity of the 
source and have traceability characteristics, which 
can provide a basis for the detection and punish-
ment of poisoning attacks based on data tamper-
ing. With the existing Internet as the inaccessible 
basis, therefore, it is reasonable and achievable 
to facilitate technological evolution with our pro-
posed collaboration-enabled intelligent Internet 
architecture.

Collaboration-Enabled Intelligent 
Internet Architecture

The collaboration-enabled intelligent Internet 
architecture refers to the utilization of collabo-
rative learning such as federated learning as the 
main approach, with human-like intelligent deci-
sion-making as the typical basis, and the existing 
Internet authentic and trusted technologies as the 
cornerstone to promote complex heterogeneous 
Internet architecture to achieve intelligent evolu-
tion. While promoting intelligent optimization, this 
architecture also provides basic services related 
to intelligence for upper-layer applications on the 
Internet, such as static resources (e.g., computing 
and storage) and dynamic tasks (e.g., model train-
ing and inference).

In this article, we emphasize the joint optimi-
zation of hardware and software, to achieve the 
collaboration-enabled intelligent Internet architec-
ture. Moreover, flexible and diverse algorithmic 
modules oriented to the proprietary requirements 
of Internet architecture are an important part 
and are built into the algorithm library in the soft-
ware platform. To clarify our proposed collabo-
ration-enabled intelligent Internet architecture, in 
this section, we first introduce the global collabo-
ration structure, including each key components 
and the relationship between these components. 
Then, the heterogeneous hardware infrastruc-
ture and collaboration-oriented software service 
platform are introduced respectively. Finally, we 

emphasize multiple algorithmic modules oriented 
to the proprietary requirements of Internet archi-
tecture.

Global Collaboration
As illustrated in Fig. 2, the implementation of col-
laboration-enabled intelligent Internet architecture 
mainly includes two components, namely hetero-
geneous hardware infrastructure and collabora-
tion-oriented software service platform. Note that 
algorithmic modules oriented to the proprietary 
requirements of Internet architecture are build 
into the latter.

Specifically, the two-level components in Fig. 
2 are not only independent of each other, but 
also gradually deepened from the bottom up and 
cooperate with each other. Regarding the het-
erogeneous hardware infrastructure, considering 
that the current Internet architecture has obvi-
ous limitations in terms of computing and data 
resources, it is necessary to develop a propri-
etary hardware infrastructure to ensure the basic 
resources required by collaboration-enabled intel-
ligent Internet architecture. Moreover, it will be 
compatible with the existing Internet architecture. 
As for the collaboration-oriented software service 
platform, it mainly provides a basic collaborative 
learning framework, which enables various intel-
ligent optimization algorithms to efficiently adapt 
to heterogeneous hardware infrastructure and 
Internet conditions. Furthermore, the software 
service platform also contains an algorithm library, 
which focuses on the design and optimization of 
corresponding algorithms, without additional con-
sideration of hardware infrastructure and basic 
software platforms.

In addition, these two components can be 
independently deployed to parts of the existing 
Internet, and components at any level can pro-

FIGURE 2. An overview of the global collaboration of the collaboration-enabled 
intelligent Internet architecture, consisting of heterogeneous hardware 
infrastructure and collaboration-oriented software service platform. The for-
mer provides computing resources for the latter, and the latter fully exploits 
the former’s various resources to jointly support the collaboration-enabled 
intelligent Internet architecture, thereby, achieving complementarity.
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mote the intelligence of Internet architecture. It is 
worth noting that simultaneous deployment can 
achieve the effect of 1 + 1 >> 2.

Regarding the global collaboration, in addition 
to the joint optimization of these two levels, it 
is also important to carry out the collaboration 
between individuals through the support of these 
two levels. Specifically, some intelligent activities 
that individuals can participate in have been illus-
trated in Fig. 1.

Heterogeneous Hardware Infrastructure
Whether it is traditional machine learning, current 
DNN-based models, or other AI technologies, 
data and computing are indispensable key fac-
tors. However, various hardware infrastructures in 
the current Internet architecture, such as routers 
and switches, have uneven capabilities in terms of 
storage and computing, and even some hardware 
infrastructures are completely unable to provide 
corresponding resources. On the basis of com-
patibility with the existing Internet architecture, 
we propose, design, and implement a hardware 
infrastructure with hierarchical intelligence capa-
bilities, ensuring an intelligent foundation for dif-
ferent tasks.

As illustrated in Fig. 3, our proposed hardware 
infrastructure integrates resources such as Tofi-
no, FPGA, CPU, and GPU to achieve hierarchical 
intelligence capabilities. Taking malicious traffic 
detection as an example, 1st-level AI3 can direct-
ly perform model inference on the data plane. 
The required optimal trainable parameters here 
come from 2nd-level AI.4 Moreover, the 3rd-lev-
el AI supports larger model training, which can 
be transferred to 1st-level AI and 2nd-level AI 
through module transformation such as pruning. 
In addition to serving local devices and tasks, 
these hierarchical intelligence capabilities, espe-
cially the 3rd-level AI, can also collaborate with 
other devices.

In summary, our proposed hardware infrastruc-
ture has the following characteristics.

Hierarchical Capabilities: Since individual 
network devices serve a variety of applications 
or protocols, the demands for data and comput-
ing resources also have diverse characteristics. 
Hierarchical storage and computing capabilities 
can ensure that a single network device can meet 
diverse intelligence demands, and it also provides 
more possibilities for further evolution. Note that 
the hierarchical capabilities here correspond to a 
single network device, which has atomic proper-
ties compared to the Internet. In other words, the 
referred hierarchical capabilities are compatible 
with the hierarchy in the current Internet and can 
also meet various demands.

Backward Compatibility: Tasks such as net-
work transmission naturally require the cooper-
ation of multiple devices. The newly proposed 
hardware infrastructure can cooperate and be com-
patible with the existing hardware infrastructure.

Collaboration-Oriented Software Service Platform
As introduced earlier, collaboration is the key 
to bringing intelligence to the Internet architec-
ture. Moreover, part of hierarchical capabilities 
of the hardware infrastructure also depend on 
collaboration. To facilitate the efficient evolution 
of Internet architecture, we propose a novel col-
laboration-oriented software service platform. The 
newly proposed platform can exist in a variety of 
service forms, such as services embedded in indi-
vidual network devices and web-based services.

Figure 4 briefly illustrates the core functional 
modules of the collaboration-oriented software 
service platform via a hierarchical structure, which 
mainly include the following.

Compatible with Various Resources: Consid-
ering that collaboration involves diverse subjects, 
the platform is as compatible as possible with 
diverse data resources and computing resources 
to maximize availability. Therefore, the referred 
platform is compatible with data resources from 
the perspective of access interface and format 
adapter, and compatible with computing resourc-
es from the perspective of core hardware and 
operating system.

Solid Guarantee Foundation: As discussed 
above, collaboration creates new risks and chal-
lenges. By supporting a variety of security proto-
cols, such as homomorphic encryption, asymmetric 
encryption (a.k.a., public-key cryptography), Diffie–
Hellman key exchange (D-F), and zero-knowledge 
(Z-K) proof, the platform naturally possesses secu-
rity properties. Moreover, with a variety of conve-
nient development frameworks and containerized 
management technologies, the implementation of 
evolution technologies can be accelerated.

Automatic Collaborative Packaging: On the 
basis of simple models provided by any individual, 
the platform supports automatic packaging for 
collaborative learning, and allows to customize 
relevant configurations, such as communication 
modes, synchronization methods, and so on.

Multi-Dimensional Intelligent Algorithm: To 
better serve various network transmission tasks 
and facilitate the more efficient development of 
intelligent solutions based on collaboration, the 
platform also establishes an algorithm library from 
multiple dimensions, including network architec-

FIGURE 3. An overview of the hardware structure with some sensitive informa-
tion hidden. In addition to supporting traditional transmission tasks (e.g., 
forwarding and routing), it not only supports intelligent tasks (e.g., DNN-
based model training and inference), but can also serve as an auxiliary basis 
for intelligent tasks of other resource-constrained devices. Note that 3rd-lev-
el AI refers to GPU servers, which is linked to the FGPA (i.e., Xilinx) and 
switch (i.e., Barefoot Tofino 2) chips via the SerDesA signal.

3 Regarding 1st-level AI, it is 
emphasized that AI technol-
ogies can directly serve tasks 
of the data plane. For exam-
ple, we can transform the 
AI model into a data plane 
table to directly distinguish 
whether the data packet is 
legitimate. Alternatively, we 
can also directly utilize FPGA 
or Tofino 2 to implement 
some AI models for intelli-
gent inference.

4 Regarding 2nd-level AI, it 
has relatively lower require-
ments for timeliness than 
1st-level AI. 2nd-level AI can 
perform some model training 
tasks to provide 1st-level AI 
with optimized parameters. 
In addition, 2nd-level AI can 
also utilize the AI model to 
perform some configuration 
optimization tasks.
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ture of intelligent models, flexible configuration of 
basic modules, various network applications, and 
expanding external services.

Flexible and Diverse Intelligent Algorithm Modules
After the hardware infrastructure and collabora-
tion-oriented software service platform are in place, 
the development of intelligent collaboration algo-
rithms has become the core component. In fact, 
from the perspective of algorithm design, import-
ant indicators such as security and efficiency can 
be further guaranteed. Moreover, the Internet 
architecture has some proprietary requirements. 
For example, security is an important goal to pur-
sue, but the vulnerability of the Internet archi-
tecture is prominent. Therefore, our proposed 
collaboration-enabled intelligent Internet architec-
ture emphasizes the pursuit of the following char-
acteristics through some algorithmic modules.

Security and Robustness: In this regard, we 
build a detection module for adversarial attacks 
such as poisoning attacks, and isolate malicious 
cooperative individuals in a timely manner. More-
over, an automatic adversarial training module is 
built to allow individuals to actively enhance their 
own robustness against adversarial attacks.

Controllable Privacy: For this, we first build a pri-
vacy quantification and release module that allows 
data owners to autonomously decide how much 
sensitive information to share. Correspondingly, the 
collaborators build an information extraction mod-
ule to extract as much valuable information as possi-
ble from the limited private data.

Flexibility and Efficiency: With this aim, we 
build a plug-and-play personalized pruning mod-
ule based on knowledge distillation to flexibly 
adapt to various scenarios and improve inference 
efficiency. Moreover, the pruning module can 
automatically achieve the trade-off between the 
basic conditions and the optimization goal.

Experiments
To illustrate the intelligence advantages that collab-
oration brings to the Internet architecture, in this 
section, we take the multi-classification malicious 
traffic detection task as a case study. Specifically, 
malicious traffic detection can be deployed at mul-

tiple levels such as the data plane, control plane, 
and application layer. Moreover, the relevant intelli-
gent solutions are of obvious significance [2]. Next, 
we briefly clarify the experimental configuration 
and analyze the experimental results.

Experimental Configuration
Regarding the experimental configuration, we 
introduce datasets, parameter setting and evalua-
tion criteria separately.

Datasets: Our experiments are carried out on 
two publicly available datasets, that is, KDDCUP99 
(http://kdd.ics.uci.edu/databases/kddcup99/
kddcup99.html) and UNSW-NB15 (https://
research.unsw.edu.au/projects/unsw-nb15-data-
set), both of which are widely adopted by schol-
ars [14, 15]. Regarding KDDCUP99, we utilize 
an officially provided subset, namely DATASET I, 
which contains 494,021 samples. It involves 23 
categories, that is, one legitimate and 22 malicious 
(e.g., DoS and Probing), and the feature dimension 
of each sample is 41. The official partition from 
UNSW-NB15, namely DATASET II, is also a data-
set with multiple categories, that is, one legitimate 
and nine malicious (e.g., Fuzzers, Backdoors, DoS, 
and Worms). It contains 257,673 samples and 
the feature dimension of each sample is 45. After 
removing irrelevant features, our experiments uti-
lize features in 42 dimensions. In terms of dataset 
partitioning, both datasets follow 70 percent of 
samples for training and 30 percent for testing.

To be more in line with the real world, the 
training samples owned by all 10 individuals par-
ticipating in the experiment (namely #1 to #10, 
respectively) are Non-IID. Specifically, we denote 
the number of legitimate samples in the training 
set by Nlegitimate. For each individual, firstly, the 
same amount (i.e., ëNlegitimate/10û) of legiti-
mate traffic samples is randomly5 obtained. For 
the remaining types of samples (i.e., malicious 
traffic), each individual is randomly assigned some 
sample labels, illustrated in Table 1. Specifically, 
0 represents the label of initially assigned legiti-
mate samples. Regarding malicious samples, the 
ranges of labels for DATASET I and DATASET II 
are [1, 22] and [1, 9], respectively. We denote 
the total number of samples with label j as Nj, and 

FIGURE 4. The hierarchical division of the core functional modules in the collaboration-oriented software 
service platform. Among them, the foundation of intelligence refers to compatibility with various data 
sources and computing environments. The guarantee of performance focuses on security and efficien-
cy. Convenience and comprehensiveness refer to the advantageous environment of intelligent algo-
rithms based on collaboration.
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M i denotes the set of labels possessed by the 
i-th individual. For each j  Mi, min(ëNj/10û 
+100, Nj) malicious traffic samples with label j will 
be assigned to the i-th individual.

Unlike the training set, both the collabora-
tion-enabled model proposed in this article and 
the model of each individual are evaluated on 
the same testing set. The total number of samples 
with label j in the testing set is denoted as N’j. Due 
to the imbalance of DATASET I, the samples of 
label 3 and label 4 account for a large proportion, 
so the number of samples for both labels is 2000, 
while the number of samples for other labels is 
min(1000, N’j). DATASET II does not have a similar 
label imbalance issue, so all testing samples are 
utilized for experimental evaluation.

Parameter Setting: To demonstrate the advan-

tages of collaboration, in addition to training a 
model per individual, we also train a collabora-
tion-enabled model. Since it is a multi-classifica-
tion task, the loss function is cross entropy. Except 
the activation function of the last layer is softmax, 
the rest of the activation functions are ReLU. To 
speed up local training convergence for individ-
uals, the optimizer is Adam instead of SGD. For 
DATASET I and DATASET II, the initial learning rate 
are lr = 0.015 and lr = 0.01, respectively, both of 
which decay to 0.9 * lr per 20 epochs.

Evaluation Criteria: We utilize classification 
accuracy as the evaluation criterion. Specifically, 
N’ represents the number of correctly classified 
samples, and N represents the total number of 
samples used for testing. Therefore, the classifica-
tion accuracy is N’/N.

Analysis of Performance
As illustrated in Fig. 5, we present the results in 
terms of accuracy for the collaboration-enabled 
model and 10 independent model without any 
collaboration among individuals, respectively, 
in the form of a histogram. It can be found that 
whether it is DATASET I or DATASET II, collabora-
tion can significantly improve the accuracy.

Specifically, regarding DATASET I (i.e., Fig. 5a), 
the accuracy of our proposed collaboration-en-
abled model reaches 93.7 percent, while the aver-
age accuracy of the other independent models is 
49.34 percent. The main reason for this difference 
is that individuals have insufficient information, 
while collaboration allows information to flow and 
aggregate among different individuals, effectively 
exploiting the potential value of existing data on 
the basis of respecting privacy. In addition, the 
accuracy of 6-th individual (i.e., #6 in Fig. 5a) is 
only 20 percent, and it is completely incapable 
of dealing with unknown threats. This is because 
#6 has the thinnest information, which is consis-
tent with the label categories illustrated in Table 1. 
In other words, resource-constrained individuals 
have a greater demand for our proposed collab-
oration-enabled intelligent Internet architecture.

Similar to DATASET I, DATASET II also illus-
trates that collaboration is significantly better than 
independence. Also, #3 in Fig. 5b, which has the 
most scarce information (illustrated in Table 1), 
also has the lowest accuracy. Comparing Fig. 
5a and Fig. 5b, it can be found that the accura-
cy in Fig. 5b is more balanced. This is because 
DATASET II has fewer label categories and corre-
spondingly fewer unknown threats. Therefore, col-
laboration-enabled intelligent Internet architecture 
is more suitable for dealing with unknown risks or 
states in the evolution.

Conclusion
In this article, we propose the collaboration-en-
abled intelligent Internet architecture, which is 
compatible with the existing Internet architecture, 
allowing the Internet to continuously evolve to 

TABLE 1. Details of sample labels owned by each individual.

 #1 #2 #3 #4 #5 #6 #7 #8 #9 #10

DATASET I 
0, 3, 6, 7, 11, 
14–17, 19–21 

0, 1, 3, 4, 8, 
16, 20 

0, 1, 6–9, 13, 14, 
18, 20 

0, 2, 5, 7–11, 13, 
14, 21 

0–2, 5, 7–9, 13–15, 17, 
18, 20, 22 

0, 2, 8, 10 
0–5, 11, 12, 
16–18, 20 

0–6, 8–10, 13, 16, 18, 
20–22 

0, 8, 10, 15, 17 
0–16, 18, 19, 
21, 22 

DATASET II 0, 1, 2, 7, 9 0, 1, 4 0, 8 0, 1, 5, 9 0, 2, 4, 8 0, 7–9 0, 2, 5, 9 0, 2, 3, 5, 7 0, 2, 3, 6 0, 4, 6–8

FIGURE 5. Experimental evaluation results with Non-IID configuration, where our 
refers to the collaboration-based method proposed in this article, and #1 
to #10 refer to the locally independently trained models, respectively: a) 
DATASET I; b) DATASET II.

(a)

(b)

5 Note that this is random 
and not uniform, and there 
can be repetitions.t
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adapt to more complex scenarios. More specifi-
cally, in articulating the inherent opportunities and 
challenges of enabling Internet architecture to be 
intelligent through collaboration, we first analyze 
the current situation of the Internet supply and 
demand imbalance, the nature of network devic-
es adopting a distributed organizational structure, 
and the long-standing dilemma of lacking built-
in security. Subsequently, we present the collab-
oration-enabled intelligent Internet architecture 
from the perspective of software and hardware 
complementarity. Our heterogeneous hardware 
infrastructure is not only compatible with existing 
transmission tasks, but also provides hierarchical 
computing capabilities for the software service 
platform. While enabling efficient collaboration 
of intelligent algorithms, the software service plat-
form is also conducive to fully exploiting the hier-
archical capabilities of heterogeneous hardware 
infrastructure. In addition, the platform also inte-
grates some flexible algorithmic modules for the pro-
prietary requirements of Internet architecture. Finally, 
we separately conduct case studies on two differ-
ent publicly available datasets, illustrating the positive 
value of collaboration for Internet architecture.
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