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Abstract—With the explosive growth of Internet of Things
(IoT) devices and various emerging network technologies, IoT-
enabled smart cities are further refined into health smart cities.
For example, IoT devices can automatically recognize emotional
states through collected facial expressions, which can further
serve mental health assessment, human–computer interaction,
etc. On the other hand, existing facial expression recognition
algorithms emphasize the application of deep neural networks
(DNNs), and it is difficult for resource-constrained IoT devices
to provide sufficient computing resources to optimize parameters
for DNN-based structures. To solve the challenge of resource con-
straints, we propose the hierarchical emotion recognition system
enabled by mobile edge computing (MEC). Specifically, MEC
nodes provide IoT devices with short-delay and high-performance
computing services, satisfying the requirements of training DNN-
based algorithms. Moreover, our proposed emotion recognition
system leverages a pretrained feature extraction module on the
remote cloud to accelerate optimization and provides a local-
ization module for specific tasks of IoT devices. In addition to
evaluating the accuracy and efficiency, we also clarify that the
DNN-based emotion recognition system exposes obvious vulnera-
bility to perturbation. Due to the uncertainty of the environment,
it is common for facial expressions collected by IoT devices
to be accompanied by perturbation. To address this issue, we
propose the proactive perturbation-aware defense mechanism. It
has been demonstrated that the newly proposed defense mecha-
nism can maintain state-of-the-art performance on the publicly
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available LIRIS-CSE dataset while defending against known and
unknown perturbation. This can promote the deployment of our
proposed MEC-enabled hierarchical emotion recognition system
and defense mechanism in real-world scenarios.

Index Terms—Emotion recognition, facial expression, Internet
of Things (IoT), mobile edge computing (MEC), proactive
perturbation-aware defense, robustness.

I. INTRODUCTION

DUE to the explosive growth of Internet of Things (IoT)
devices (e.g., wearable sensors), the rapid development

of various network technologies (e.g., 5G [1], edge comput-
ing [2], and cloud computing [3]) and the widespread applica-
tion of artificial intelligence (e.g., deep learning [4], federated
learning [2], and transfer learning [5]), IoT-enabled smart cities
have been integrated into all aspects of people’s lives [6], [7].
For example, wearable robotics can have cognitive abili-
ties [8], thereby enhancing the perception of autism. As a
nonnegligible module of health smart cities, automatic emotion
recognition [9]–[11] can enable IoT devices to provide better
healthcare services. For example, via perceiving the emotional
states, if the driver is detected to be nervous or tired, an alarm
can be issued to assist the driver in cultivating healthy and
safe driving behaviors.

Regarding automatic emotion recognition, the existing
methods are mainly based on visual [12], audio [13], or
text [14] information. Compared with audio and text collection
equipments, various visual sensors can be widely deployed
indoors and outdoors. While the coverage of these devices
is wide, the visual information collected is also a more effec-
tive clue for emotion recognition. In other words, visual-based
emotion recognition is more suitable for application in IoT
scenarios. Therefore, in this article, we focus on IoT-enabled
emotion recognition system via facial expressions.

To decode the emotional state from facial expressions, the
existing methods [15], [16] with excellent performance empha-
size the application of deep neural networks (DNNs). For
instance, Li et al. [17] integrated the convolutional neural
network (CNN) with the attention mechanism to achieve an
end-to-end learning framework. Due to the powerful char-
acterization ability of huge parameters and the ability to
perceive the occlusion regions, it can not only accurately
decode facial expressions but also effectively solve the chal-
lenge caused by partially occluded faces. In various IoT
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scenarios, however, resource-constrained devices account for
most of the proportion. Although these resource-constrained
IoT devices can run well-trained DNN-based models, they lack
the required computing resources, as well as sufficient data
support in model training and parameter optimization. This
brings a challenging issue for the deployment of IoT-enabled
emotion recognition system in real-world scenarios.

Another challenge for the IoT-enabled emotion recognition
system is that visual information will frequently be slightly
perturbed. First, even for visual information-oriented collec-
tion devices in the same scenario, the facial expressions they
collect will have differences in image quality due to vari-
ous hardware differences. Moreover, the environment of IoT
devices is complex and changeable, so slight perturbations are
inevitable. Due to the lack of interpretability in the current
DNN-based architectures, it has been demonstrated in many
fields [18], [19] that DNN-based models are highly sensitive
to input noise (i.e., perturbed input), exposing obvious vul-
nerabilities. The perturbation encountered by IoT devices can
also greatly reduce the performance of the remarkably well-
trained emotion recognition system, which can be found in
Section III-C. This requires that the automatic emotion recog-
nition system deployed in IoT scenarios should emphasize
robustness at the beginning of its design.

To solve the above challenges, we, for the first time,
propose and implement the hierarchical emotion recognition
system enabled by mobile edge computing (MEC), sup-
porting resource-constrained IoT devices to achieve efficient
emotion recognition capabilities, as well as the proactive
perturbation-aware defense mechanism. More specifically, the
edge network is close to the IoT devices. Coupled with
the support of advanced wireless network technologies, the
transmission delay between the IoT devices and the edge
network is much lower than the transmission delay with the
remote cloud. Moreover, the computing resources possessed
by edge nodes are far superior to those of IoT devices. Since
MEC [5], [20] can provide short-delay and high-performance
computing services for IoT devices, we deploy model training
and optimization tasks on the edge network, while IoT devices
only perform real-time emotion recognition. In addition, edge
nodes exploit various pretrained models on the remote cloud
as the feature extraction module. In conjunction with the
scenario-oriented (i.e., task-oriented) localization module, only
a small amount of facial expressions are required to complete
the task-oriented model fine-tuning. In fact, in addition to the
combination of the mobile edge network and remote cloud,
distributed deep learning [21] and collaborative learning [2]
can also solve the constraints of computing, data, and other
resources. Both of them are technical extensions of DNNs,
and the framework proposed in this article is compatible
with them. While the accuracy and efficiency are signifi-
cantly improved, it also reveals the vulnerability of robust-
ness to perturbation. To cope with possible perturbations,
we further propose the proactive perturbation-aware defense
mechanism. Experimental evaluation demonstrates that our
proposed defense mechanism can significantly improve the
performance of the IoT-enabled emotion recognition system,
defending against the negative effects of both known and

unknown perturbations. This can facilitate the deployment
of the automatic emotion recognition system in real-world
scenarios.

In summary, the key contributions we have made in this
article are as follows.

1) To enable resource-constrained IoT devices with emotion
recognition capabilities, we propose the MEC-enabled
hierarchical emotion recognition system, achieving state-
of-the-art performance in resource-constrained scenarios.

2) Since the facial expressions collected by IoT devices
are inevitably accompanied by slight perturbations, we
clarify the vulnerability of the IoT-enabled emotion
recognition system to possible perturbations.

3) To enhance the robustness against various perturbations,
we, for the first time, propose the proactive perturbation-
aware defense mechanism, which can defend against
both known and unknown perturbations.

4) Extensive experimental results demonstrate that our
proposed hierarchical framework, in conjunction with
the proactive defense mechanism, is compatible with
feature extraction modules of different architectures,
while achieving superior performance.

The remainder of this article is organized as follows.
Section II reviews the related studies. The newly proposed
MEC-enabled hierarchical emotion recognition system for
resource-constrained IoT devices will be introduced in
Section III. To cope with the robustness issues, we propose the
proactive perturbation-aware defense mechanism for the emo-
tion recognition system in Section IV. Section V describes the
performance evaluation and analysis on the real-world dataset.
Finally, Section VI concludes this article.

II. RELATED WORK

With the rapid development of various IoT-related tech-
nologies, health smart cities [11], [22], [23] enable people to
live healthier and happier. Since emotion recognition is one
of the basic modules that assists people in a healthy life,
many studies [10], [24] have focused on how to construct
an effective automatic emotion recognition system. For exam-
ple, Tariq et al. [25] proposed the CNN-based speech emotion
detection system for elder adults in nursing homes, which can
accurately decode the voice collected by audio IoT devices. In
addition to audio information, visual information is also a valid
clue. Since facial expressions may not match the predefined
discrete emotions, Vemulapalli and Agarwala [26] utilized a
compact expression embedding to describe facial expressions,
formalizing them into continuous rather than discrete fashion.

There are also approaches [27]–[29] to integrate multiple
types of information. Ma et al. [27] implemented a deep
belief network to fuse audio and visual features for emotion
recognition. To optimize the facial expression analysis in the
industrial IoT scenario, Xi et al. [30] constructed a parallel
neural network to integrate text features with original images.
These fused features can improve the model’s robustness in
situations where the extracted facial features are inaccurate.

The above automatic emotion recognition methods are
all based on DNNs. Although they can achieve better
performance, the required computing resources and data

Authorized licensed use limited to: Tsinghua University. Downloaded on November 21,2021 at 05:40:34 UTC from IEEE Xplore.  Restrictions apply. 



ZHAO et al.: MEC-ENABLED HIERARCHICAL EMOTION RECOGNITION AND PERTURBATION-AWARE DEFENSE IN SMART CITIES 16935

volume are challenging issues for resource-constrained IoT
devices. To solve the challenge caused by the lack of sufficient
labels, Chen and Hao [9] innovatively proposed the hybrid
automatic labeling strategy. It can automatically supplement
labeled data without human intervention.

While the IoT devices are subject to resource constraints,
the input data accompanied by noise also pose challenges for
DNN-based models. Many studies [18], [19] have demon-
strated that DNN-based models are vulnerable to perturbed
inputs. To facilitate the analysis of the vulnerability of DNN-
based models to perturbations in security-sensitive domains,
Ling et al. [31] for the first time implemented a uniform plat-
form to evaluate the impact of various attack and defense
mechanisms. Regarding improving the robustness of decoding
partially occluded facial expression, multiple weighed facial
regions of interest with different representations are adopted
by Li et al. [17], forcing the DNN-based model to focus on
non-occluded regions instead of occlusions.

In addition to the perturbation caused by natural fac-
tors such as the environment, the edge-driven intelligent
architecture also puts forward higher requirements for the
robustness of the MEC-enabled hierarchical emotion recog-
nition system [2], [32]. Regarding edge-driven IoT systems,
Dai et al. [32] discussed possible malicious attacks. For exam-
ple, malicious nodes can provide false data [32] or backdoored
model [2] to other edge nodes, which can further force
DNN-based models lose its original performance, and even
bury potential safety hazards. In response to this problem,
Dai et al. [32] innovatively proposed an edge-driven security
framework to improve robustness. Zhao et al. [2] proposed
a stability-based defense mechanism, which can not only
defend against potential backdoor attacks but also enhance the
robustness of edge-driven intelligent services.

Based on the review of the referred studies, it can be found
that resource constraints and robustness challenges need to
be solved in the IoT scenario. Different from the existing
methods, in this article, we propose the MEC-enabled hier-
archical emotion recognition system for resource-constrained
IoT devices. It can solve the issues of high-performance
computing and data volume by deploying different modules
of emotion recognition hierarchically in suitable locations.
Moreover, the actively integrated perturbation-aware defense
mechanism allows the IoT-enabled emotion recognition system
to deal with the negative effects of various perturbations.

III. MEC-ENABLED HIERARCHICAL EMOTION

RECOGNITION SYSTEM FOR IOT DEVICES

In this section, we first introduce the proposed hier-
archical deep learning framework, which enables more
resource-constrained IoT devices to achieve efficient emo-
tion recognition. Subsequently, we formally define the emo-
tion recognition system and the implementation details of
our proposed network architecture. Finally, we conduct
performance analysis of the proposed framework and clar-
ify the robustness issues that may be encountered in the
deployment of the emotion recognition system in real-world
scenarios.

TABLE I
MAJOR NOTATION LIST

Fig. 1. MEC-enabled hierarchical deep learning framework for emotion
recognition with IoT devices.

For the sake of clarity, Table I lists the major notions in our
proposed emotion recognition framework. It is worth noting
that the specific meaning of the symbol also depends on its
superscript and subscript.

A. MEC-Enabled Hierarchical Deep Learning

To enable more resource-constrained IoT devices (e.g.,
computation-constrained cameras, energy-constrained GoPro,
and storage-constrained robots) to achieve emotion recognition
via facial expression as clue, we propose the MEC-enabled
hierarchical deep learning framework for emotion recognition
with IoT devices, illustrated in Fig. 1.

In our proposed hierarchical architecture, it is mainly com-
posed of three modules: 1) IoT devices; 2) MEC networks;
and 3) remote cloud networks. They cooperate with each other
to support efficient emotion recognition in different scenarios.
Specifically, with the explosive development of smart cities
and smart homes, various IoT devices that can collect facial
expressions emerge in endlessly and are deployed in many
indoor or outdoor scenarios. Thus, IoT devices distributed in
different scenarios are the first real-time performers of emotion
recognition. Many studies have demonstrated that convolu-
tional networks can effectively extract features of images (i.e.,
facial expression data). Regarding the convolutional network
architecture with superior performance, its massive parame-
ters require large-scale data and high-performance computing
resources to learn the optimal configuration. However, most
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of IoT devices are resource constrained and cannot satisfy the
training requirements of effective convolutional networks. To
cope with this issue, in this article, we deploy the parameter
learning task for emotion recognition in the MEC networks
(i.e., the 2nd layer), and the IoT device (i.e., the 1st layer) only
utilizes the well-trained DNN-based models to perform real-
time emotion recognition. This is because emerging mobile
and wireless technologies have greatly reduced the transmis-
sion delay between IoT devices and MEC networks. Moreover,
unlike the remote cloud, the edge network is adjacent to
IoT devices, and there is almost no time delay for upload-
ing the required data and downloading the well-trained model.
Another important factor is that compared to IoT devices, edge
networks have better computing and storage resources, and can
efficiently complete model optimization training. In addition,
in order to further improve performance, we exploit the model
library on the remote cloud (i.e., the 3rd layer). Regarding the
remote cloud, it has a variety of large-scale data and high-
performance computing capabilities and, thus, stores a large
number of pretrained models. MEC networks can download
the pretrained model and its pretrained parameters from the
remote cloud and expand it locally according to the specific
scenario, which greatly reduces the computational overhead.

To formally describe the proposed MEC-enabled hierarchi-
cal learning framework, we assume that there is one remote
cloud, denoted by C, and the model library associated with C is
denoted by MC = {M1

C, M2
C, . . . , Mj

C, . . .}. These pretrained
models can be utilized by multiple different edge nodes. Note
that each individual edge node can be associated with multiple
IoT devices or scenarios. In this article, we focus on the
performance of emotion recognition. For the sake of sim-
plicity, an edge node associated with multiple different IoT
devices can be regarded as multiple virtual edge nodes. In
other words, each individual IoT device for emotion recog-
nition is associated with an edge node. Therefore, we utilize
E = {E1, E2, . . . , EN} and U = {U1, U2, . . . , UN} to repre-
sent the set of N edge nodes and the set of N users (i.e., IoT
devices), respectively. Overall, according to the logic from top
to bottom (i.e., 3rd to 2nd, and then 1st), the model is gradually
refined to specific scenarios.

Considering that IoT devices and edge nodes are performers
and learners of the same model, we use Mi to represent the
model associated with Ui and Ei. As mentioned above, the
model on the edge node will utilize a pretrained model on
the remote cloud to extract features. Thus, Mi,j means that
the model on edge node Ei is expanded based on Mj

C on the
remote cloud, denoted by

Mi,j
(
θi,j

) = f
(

i, Mj
C

)
(1)

where θi,j refers to all the parameters of the DNN-based model
after localization on edge node Ei. f represents the localization
for a specific scenario and the details will be discussed in
Section III-B.

B. Emotion Recognition System

Regarding emotion recognition, we focus on visual
information (i.e., facial expressions). Specifically, these facial

Fig. 2. Architectural details of our proposed MEC-enabled emotion recog-
nition system with VGG16-based feature extraction module, as well as the
output dimensions of each layer with (480×480×3) facial expression as the
initial input.

expressions can come from videos or separate images. Given a
facial expression example, our emotion recognition system can
judge discrete emotion categories, such as happiness, disgust,
surprise, etc. Regarding our proposed emotion recognition
system, we define the image containing facial expression as
xk, and the real label and predicted label associated with xk

are defined as yk and ŷk, respectively.
To accurately perform emotion recognition, we utilize the

DNN-based model to map input xk to output ŷk. The referred
model is Mi,j in Section III-A, which requires to learn its
own optimal parameters θi,j through labeled facial expres-
sions. For the convenience of description, we simplify Mi,j to
M. Regarding image data, convolutional networks can effec-
tively perform feature extraction [33], [34]. In addition, many
high-quality convolutional network architectures are stored
on the remote cloud, such as VGG16 [35], ResNet18 [36],
AlexNet [37], etc. As illustrated in Fig. 2, in addition to uti-
lizing the feature extraction module (i.e., the convolutional
module) of the pretrained VGG16, we perform specific dimen-
sionality reduction operations (i.e., scenario-oriented localiza-
tion) for the specific emotion recognition. Note that the Conv
in Fig. 2 refers to the convolutional layer with a (3 × 3) filter
and the rectified linear unit (ReLU) [38] activation function,
and Normalizing refers to a batch normalization layer. More
detailed description of the architecture and the purpose of each
component can be found in Section V-B1.

Although the feature extraction module is pretrained, its
combination with the scenario-oriented localization module
still requires fine-tuning via local facial expressions. We divide
the available facial expressions into the training dataset (Xtrain
and Ytrain), validation dataset (Xvalidation and Yvalidation), and
testing dataset (Xtest and Ytest). In the training phase, we can
find the optimal parameter θ for the model M by minimizing
the loss function L over the training dataset, which can be
written as follows:

θ = arg min
θ

L(Xtrain,Ytrain; θ) (2)

where L refers to the cross-entropy loss function.

C. Performance Analysis of Emotion Recognition

To analyze the performance of the proposed emotion
recognition system and clarify possible issues, we have ana-
lyzed the accuracy, efficiency, and robustness through exper-
iments on the publicly available LIRIS-CSE dataset [39].
Specifically, we choose two different convolutional networks
(i.e., MC = {M1

C = VGG16, M2
C =AlexNet}) in the

model library of the remote cloud and then supplement
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(a) (b) (c) (d)

Fig. 3. Confusion matrix. (a) VGG16-based feature extraction in conjunction with localization module. (b) AlexNet-based feature extraction in conjunction
with localization module. (c) VGG16-based feature extraction without localization module. (d) AlexNet-based feature extraction without localization module.

them with localization module for children’s spontaneous
facial expressions, respectively. Note that choosing two dif-
ferent feature extraction modules instead of a single one
is to verify the generalization performance and the ubiq-
uity of relevant issues. A more detailed introduction to
the dataset and experimental configuration can be found in
Section V.

1) Accuracy: First, we utilize the confusion matrix to ana-
lyze the accuracy of two different convolutional architectures
under our proposed framework. In Fig. 3, the x-axis and
y-axis, respectively, represent the real and predicted emotion
categories. The values of the diagonal elements indicate the
probability of each category being accurately classified, while
the values of the nondiagonal elements indicate the probability
of misclassifying the facial expression.

As illustrated in Fig. 3(a), our proposed MEC-enabled
hierarchical emotion recognition system with VGG16-based
feature extraction achieves an average accuracy exceeding 0.93
on all categories of facial expressions. It achieves 95.67%
accuracy on the entire dataset. When it does not apply our
proposed localization operation, as illustrated in Fig. 3(c), the
overall accuracy of emotion recognition is reduced to 88.32%.
This is because the localization module we proposed opti-
mizes the network structure for specific scenarios, making the
network structure more accurate and efficient. Moreover, our
localization module is compatible with convolutional networks
of different architectures.

As illustrated in Fig. 3(b), the MEC-enabled hierarchi-
cal emotion recognition system with AlexNet-based fea-
ture extraction can achieve 95.09% accuracy on the entire
dataset. However, when there is no localization module, i.e.,
Fig. 3(d), its overall accuracy is only 87.29%. In other words,
the application of our localization module can increase its
performance by 8.94%. In the following content, our frame-
work refers to the MEC-enabled hierarchical emotion recog-
nition system that applies the localization module. Overall,
whether we leverage VGG16 or AlexNet as the basis for
constructing the MEC-enabled hierarchical emotion recog-
nition system, our proposed framework achieves the state-
of-the-art performance on the publicly available LIRIS-CSE
dataset [39].

2) Efficiency: In addition to improving the accuracy of
emotion recognition for IoT devices, our proposed framework
also emphasizes the cooperation of a remote cloud and a
mobile edge network (i.e., the utilization of pretrained feature

Fig. 4. Comparison of model convergence efficiency in the training phase.
(a) Trend of loss. (b) Trend of accuracy.

extraction modules) to achieve the improvement of model
convergence efficiency in the training phase.

Fig. 4 shows the trend of loss and the trend of accuracy as
the training epoch increases. As introduced in Section III-A,
we use the pretrained convolutional architecture (e.g., VGG16
or AlexNet) on the remote cloud as the feature extraction mod-
ule. For the same architecture, we can also choose to start
training from scratch, i.e., without pretrained parameters for
the feature extraction module. Regarding the trend of loss in
Fig. 4(a), whether it is VGG16 or AlexNet as the feature extrac-
tion module, if we utilize the pretrained parameters on the
remote cloud, the loss of the model can be reduced to less
than 1 after 2 epochs of training. Conversely, if the model is
trained from scratch, it will take at least 17 epochs to get the
loss below 1. As illustrated in Fig. 4(b), similar phenomena are
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Fig. 5. Impact of different perturbation levels (i.e., ε) on model robustness.

also reflected in the trend of accuracy. With pretrained param-
eters for the feature extraction module, the accuracy of the
model exceeds 95% after 2 epochs of training. While training
from scratch requires at least 20 epochs to make the accu-
racy exceed 95%. Overall, using the pretrained parameters on
the remote cloud can enable the model to converge within 5
epochs, and the time cost is much lower than that of train-
ing from scratch. This makes sense for resource-constrained
scenarios. Although edge nodes are more resourceful than
IoT devices, each edge node is associated with multiple IoT
devices. Accelerating convergence can help more IoT devices
use limited computing resources to perform more tasks within
a limited time. In the following content, our framework refers
to the MEC-enabled hierarchical emotion recognition system
that leverages the pretrained parameters on the remote cloud
for the feature extraction module.

3) Robustness: In addition to accuracy and efficiency, a
major challenge for emotion recognition with IoT devices
is robustness to perturbation. Because the environment of
IoT devices is complex and changeable, the collected facial
expression frequently receives various uncertain perturbation,
resulting in differences from the perturbation-free training
data. These subtle differences cannot affect the human brain’s
perception of emotions. However, for the DNN-based emotion
recognition system, it may produce a wide range of errors and
even cause security problems.

To evaluate the robustness of the emotion recognition
system, we actively add different levels of perturbation to
facial expressions in the testing dataset. Specifically, we utilize
the fast gradient sign method (FGSM) [40] to generate pertur-
bation. Compared with random noise in the environment, the
crafted perturbation generated by FGSM is more effective in
weakening the performance of DNN-based models [40]. The
coefficient of perturbation is represented by ε, i.e., the value
of x-axis in Fig. 5. More details of perturbation generation
will be introduced in Section IV-A.

As illustrated in Fig. 5, as the perturbation coefficient
increases, the accuracy of the emotion recognition system
decreases significantly. In fact, even if the perturbation coeffi-
cient reaches 0.03, there is almost no visual difference between
perturbed facial expressions and benign facial expressions.
However, when the perturbation coefficient exceeds 0.006,
the accuracy of the emotion recognition system is lower

than that of random guessing (i.e., 20% = 1/5). This is
because the accuracy of our emotion recognition system on
benign facial expressions is close to 100%, and perturbation
makes most of the correctly classified examples misclassified.
These results demonstrate that the MEC-enabled hierarchical
emotion recognition system is obviously vulnerable to pertur-
bation. Therefore, our framework requires an effective defense
mechanism to improve robustness in real-world scenarios.

IV. PROACTIVE PERTURBATION-AWARE DEFENSE

MECHANISM FOR EMOTION RECOGNITION SYSTEM

Our proposed framework for emotion recognition has been
demonstrated to achieve state-of-the-art performance on the
publicly available LIRIS-CSE dataset, while also revealing
the lack of robustness in the perturbation-rich environment.
In this section, we further propose data augmentation to
actively defend against known and unknown perturbations.
Meanwhile, we also optimize the training details of the
proposed DNN-based model to achieve stable and efficient
emotion recognition.

A. Immune-Driven Data Augmentation Enabled
Proactive Defense

In Section III-C3, the DNN-based emotion recognition
system has been demonstrated to be vulnerable to crafted
facial expressions. For these crafted facial expressions, there
is almost no visual difference with the original facial expres-
sions. However, the slight perturbation can indeed cause a
non-negligible degradation in accuracy. For IoT-enabled smart
emotion recognition, the environment of IoT devices is com-
plex, and the hardware configuration of IoT devices are
uneven, so similar perturbations are prone to occur. Especially,
for some security-related emotion recognition scenarios, it will
cause immeasurable serious consequences.

To avoid the negative impact of perturbation on the DNN-
based emotion recognition system, motivated by immune
thoughts, we propose the data augmentation for proactive
defense and strengthen the robustness of IoT-enabled smart
emotion recognition. The referred data augmentation is similar
to proactive immunity. In biological immunology, humans can
inject vaccines to defend the body from possible pathogens in
the future. Specifically, we actively add some small perturba-
tion to benign facial expression (i.e., xk) to construct perturbed
facial expression (i.e., x′

k) to achieve data augmentation. The
relationship between x′

k and xk can be expressed as follows:

x′
k = xk + ηk (3)

where ηk refers to the corresponding perturbation.
Regarding generating perturbations to reduce the

performance of DNN-based models, gradient-based per-
turbation methods [40]–[42] can effectively and accurately
fool the well-trained DNN-based models. It can cause sig-
nificant performance degradation with minimal perturbations.
Fig. 6 provides some examples of perturbed facial expressions,
and it can be found that there is almost no difference between
perturbed images and the original image. The implementation
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Fig. 6. Our proposed MEC-enabled hierarchical emotion recognition system in conjunction with immune-driven data augmentation. Note that the VGG16-
based feature extraction module can be replaced with other architectures (e.g., AlexNet), and the output of the localization module can also be adjusted for
specific scenarios. In addition to FGSM and R+FGSM, data augmentation can also utilize other perturbation generation methods [e.g., projected gradient
descent (PGD)] to achieve proactive defense.

details of possible perturbation generation methods are as
follows.

1) Fast Gradient Sign Method [40]: It is an attack for an
L∞-bounded adversary. As illustrated in

ηFGSM
k = ε · sign

(∇xkL(xk, yk; θ)
)

(4)

in the white-box scenario, FGSM calculates the gradient
∇xkL(xk, yk; θ) of the model with respect to the input, and then
utilizes the sign function to get its specific gradient direction,
and then multiplies it by a coefficient factor to get the required
perturbation. It can achieve efficient attacks by maximizing the
inner part of the saddle point formulation.

Regarding (4), ε refers to the sufficiently small coeffi-
cient factor. It can ensure that ηk in (3) is small enough to
be discarded. Note that in the implementation, we apply a
batch as the unit to calculate the required gradient through
backpropagation.

2) Projected Gradient Descent [43]: It can be regarded as
a multistep variant of FGSM. Different from FGSM, PGD can
achieve more effective perturbation via multiple iterations of
FGSM. In our model implementation process, the application
of non-linear functions (e.g., ReLU activation function) makes
our model also non-linear. For a non-linear model, if the gra-
dient is calculated only once to generate the perturbation, the
direction of gradient may not be expected. In the process of
multiple iterations, PGD can continuously adjust to find the
right direction of gradient.

3) R+FGSM [41]: Similar to FGSM, both R+FGSM and
FGSM are single-step attacks. It has been found that the
real direction of the steepest gradient may be obscured by
sharp curvature artifacts located near the data points. To avoid
the non-smooth vicinity of the data point before linearizing
L, Tramèr et al. [41] proposed to provide a small random
step before the single-step FGSM attack, denoted by (5).
Since it still only requires to calculate the gradient once,
it achieves similar performance to PGD while ensuring the
FGSM-like computational efficiency. Note that the similar
performance to PGD refers to finding the correct gradient
direction. For R+FGSM and PGD, the perturbation generated

by each of them has different visual effects on the original
facial expression image

ηR+FGSM
k = x̃k − xk + (ε − α) · sign

(∇x̃kL(x̃k, yk; θ)
)
. (5)

Regarding (5), x̃k = xk + α · sign(N (0d, Id)) and ε > α.
As illustrated in Fig. 6, the perturbed facial expressions

based on different generation methods will be mixed with
benign facial expressions as input data. The corresponding
perturbed facial expressions are defined as X ′

train, X ′
validation,

and X ′
test. Therefore, all datasets after data augmentation are

Xtrain ∪X ′
train, Xvalidation ∪X ′

validation, and Xtest ∪X ′
test. Note that

we are not generating all the perturbed facial expressions at
once and then training the model multiple times. In the training
phase, each batch will calculate the gradient according to the
current latest model to generate perturbed facial expressions
with perturbation. Since the model parameters are updated in
each batch, even for the same batch of data, the perturbed
facial expressions generated in different epochs are different.
In other words, the data augmentation we proposed allows the
DNN-based emotion recognition system to encounter different
perturbed facial expressions in each epoch of training and val-
idation. This can not only produce effective perturbations but
also be more in line with the dynamic characteristics of the
perturbation received by IoT devices in real-world scenarios.

B. Multiscenario Perturbation-Aware Differential Training

In addition to the proposed data augmentation, we have fur-
ther restructured the training architecture to more effectively
defend against different perturbations in multiple scenarios.

Regarding the DNN-based emotion recognition system, the
optimization of relevant models is mainly based on the gra-
dient and backpropagation. As for the learning architecture in
Section III-B, our loss function [i.e., (2)] is aimed at benign
facial expressions (i.e., perturbation-free facial expressions).
To learn the optimal parameters that can cope with the pertur-
bation, we have to redefine the loss function. From a technical
point of view, the newly proposed loss function should be
associated with both perturbed and benign facial expressions.
In addition, due to different scenarios and differences in
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hardware performance, the perturbation encountered by IoT
devices is complex and diverse. Moreover, the fault toler-
ance of the emotion recognition system in different scenarios
is also different. Considering the requirements of technol-
ogy and scenarios, we redefine a differential loss function for
multiscenario perturbation, denoted in

θ = arg min
θ

(

β0 · L(Xtrain,Ytrain; θ)

+ (1 − β0)
∑

s∈S
βs · L(X s

train,Ytrain; θ
)
)

(6)

Regarding (6), β0 is the coefficient to achieve the tradeoff
between perturbed and benign facial expressions. β0 should
not be less than 0.5. S refers to the collection of selected per-
turbation generation methods. X s

train ⊂ X ′
train, and s represents

a specific perturbation generation method, such as FGSM, and
βs is the corresponding coefficient factor. In the specific imple-
mentation, we can assign different coefficients to multiple
perturbation generation methods according to the requirements
of specific scenarios, and

∑

s∈S
βs = 1.

V. EXPERIMENTS

In this section, we will provide details of the selected
datasets, which are collected from various real-world scenar-
ios. Then, we will introduce the experimental setup, including
the details of the network structure implementation and the
configuration of various parameters. Finally, we will present
the evaluation results and give the corresponding analysis.

A. Datasets

To evaluate our proposed emotion recognition system and
perturbation-aware defense mechanism, we have conducted
relevant experiments on the publicly available LIRIS-CSE
dataset [39]. Compared to adults, children have insufficient
social experience and their health and emotions urgently
need the assistance of artificial intelligence. LIRIS-CSE col-
lected spontaneous facial expression videos of 12 ethnically
diverse children. Moreover, these videos record a variety of
different scenarios, which are more suitable for evaluating
the intelligent emotion recognition system. Since children’s
behaviors are recorded in a constraint-free environment, the
collected facial expressions are more natural and real, which
is consistent with the natural facial expressions collected by
IoT devices. Specifically, these spontaneous facial expressions
in LIRIS-CSE can be divided into six categories, including
happiness, sadness, anger, surprise, disgust, and fear. More
details (e.g., variations in recording scenarios and recording
parameters) can be found in the work of Khan et al. [39].

It has been found that young children use expressions of dis-
gust and anger interchangeably [44], and Khan et al. [39] only
provided one video labeled anger. Thus, we have removed the
only one video from LIRIS-CSE. In this article, we focus on
the accuracy and robustness of single-label classification tasks,
so we have removed 18 videos with multiple labels. Therefore,
we finally selected 208 − 1 − 18 = 189 videos from the 208
videos in LIRIS-CSE to evaluate our framework.

TABLE II
STATISTICAL PROPERTIES OF ORIGINAL IMAGES

In terms of dataset division, we ensure that each video in
different scenarios can be evaluated. To this end, we divide
all frames of each video into the training dataset, validation
dataset, and testing dataset. Among them, the training dataset
can optimize the model parameters, the validation dataset can
select the optimal model, and the testing dataset is used to eval-
uate the performance. The statistic properties of various facial
expressions used in our experiment can be found in Table II.
Note that Table II is for the original images. For images with
perturbation (i.e., X s

train, X s
validation, and X s

test), the statistical
properties can be calculated according to S and Table II.
Since LIRIS-CSE is a public dataset, the amount of images for
each emotional state is fixed, the imbalance between them is
inevitable. The experimental results in Sections III-C and V-C
show that our proposed framework can still achieve superior
performance under this uneven condition.

B. Experimental Configuration

1) Detailed Descriptions of Architectures: For our MEC-
enabled hierarchical emotion recognition system, the pre-
trained model on the remote cloud is utilized as our feature
extraction module. In the experiments, we choose two feature
extraction modules of different architectures (i.e., VGG16 [35]
and AlexNet [37]) to evaluate our proposed emotion recog-
nition system and perturbation-aware defense mechanisms.
Through the evaluation of different feature extraction mod-
ules, it can be demonstrated that our proposed hierarchical
framework in conjunction with the proactive defense mecha-
nism achieves broad applicability and superior compatibility.
Specifically, for the pretrained VGG16 model, we utilize its 13
convolutional layers with very small (3×3) convolutional filter
to extract image features. For (480×480×3) input images of
facial expressions, the output dimensions of each layer have
been illustrated in Fig. 2. Subsequently, we carry out local-
ization operations oriented to emotion recognition. First, to
reduce the features of the last convolutional layer from the
pretrained VGG16 model, we apply a global average pooling
layer with a (4×4) filter, which can maintain a larger receptive
field with global context information. Then, a batch normal-
ization layer is applied to avoid internal covariant shift and
speed up the training. Finally, we apply two dense layers as
the tail of the entire architecture, where the first dense layer
can reduce the dimensionality of the features to 256 and the
second dense layer can capture independent representations
for each discrete emotional state.

For the AlexNet-based emotion recognition architecture, we
utilize five convolutional layers of pretrained AlexNet to extract
image features. The convolutional filters of these convolutional
layers are (11 × 11), (5 × 5), (3 × 3), (3 × 3), and (3 × 3)

Authorized licensed use limited to: Tsinghua University. Downloaded on November 21,2021 at 05:40:34 UTC from IEEE Xplore.  Restrictions apply. 



ZHAO et al.: MEC-ENABLED HIERARCHICAL EMOTION RECOGNITION AND PERTURBATION-AWARE DEFENSE IN SMART CITIES 16941

Algorithm 1: Decay Strategy for Our Learning Rate
Input: ξinitial = 0.01, decayrate = 0.9, epochs = 50,

decaystride = 5, k = 0
1 decaystart = epochs ∗ 0.5;
2 for k < epochs do
3 if k > decaystart then
4 frac = (k − decaystart)//decaystride;
5 decayfrac = decayrate ∗ ∗frac;
6 ξk = ξk−1 ∗ decayfrac;

7 else
8 ξk = ξinitial;

9 k++;

in turn. Its localization operations are consistent with those
of VGG16-based emotion recognition architecture, including
a global average pooling layer, a batch normalization layer,
and two dense layers.

2) Machine Configuration and Repeatability: Regarding
the training and evaluation of our proposed framework, all rel-
evant experiments are conducted on a single Linux machine
with NVIDIA Tesla V100 GPU. The methods are programmed
in Python 3.7.4 and PyTorch 1.4.0.

3) Parameter Settings: Here, we provide the detailed
parameter settings in the experimental training and evalua-
tion. In terms of hyperparameter settings, appropriate batch
size (denoted by BS) and learning rate (denoted by ξ ) can
enhance the training efficiency and improve generalization. In
the training phase, we set batch size to BS = 128. We uti-
lize a decay strategy to set the learning rate. Specifically, the
initial learning rate is ξinitial = 0.01. The number of epochs
for training is epochs = 50. For the k-th epoch training, the
decaying learning rate can be calculated as Algorithm 1.

Regarding the immune-driven data augmentation in the train-
ing phase, we have S = {FGSM, R + FGSM}, so that we can
comprehensively evaluate the newly proposed defense mech-
anism in different perturbation scenarios, including known
perturbation generation methods (i.e., FGSM and R+FGSM)
and unknown perturbation generation methods (e.g., PGD). In
addition, we have ε = 0.01 in (4) and (5) for generating per-
turbed expressions during the training phase. As for α in (5),
we set it to half of ε, i.e., α = 0.5 · ε.

C. Experimental Results and Analysis

To fully evaluate our proposed perturbation-aware defense
mechanism for the MEC-enabled hierarchical emotion recog-
nition system, we conduct massive experiments with different
pretrained feature extraction modules of different architectures,
as well as multiple perturbation generation methods.

Specifically, we separately evaluate the MEC-enabled hier-
archical emotion recognition system with VGG16-based fea-
ture extraction and AlexNet-based feature extraction, which
can demonstrate the broad applicability of our defense mech-
anism. Simultaneously, for benign facial expressions and two
types of perturbed (i.e., FGSM and R+FGSM) facial expres-
sions, our defense mechanism enables the newly proposed

Fig. 7. Comparison of accuracy on benign facial expressions, perturbed
facial expressions based on FGSM, and perturbed facial expressions based
on R+FGSM. (a) VGG16-based feature extraction. (b) AlexNet-based feature
extraction.

hierarchical emotion recognition system to still maintain state-
of-the-art performance. Fig. 7 shows the accuracy comparison
of the referred two architectures on benign and perturbed facial
expressions. For our proposed MEC-enabled emotion recogni-
tion system with VGG16-based feature extraction, after lever-
aging the defense mechanism (i.e., perturbation-aware train-
ing) to improve the robustness to perturbation, its performance
can still reach 94.965% on all benign facial expressions.
Compared to the MEC-enabled emotion recognition system
without the defense mechanism (i.e., perturbation-free train-
ing), the performance is reduced by 0.734%. This is because
our defense mechanism emphasizes defense against differ-
ent perturbations by improving the generalization ability of
the model. While improving the generalization ability, it will
inevitably affect the performance on benign facial expressions.
We can utilize β0 in (6) to coordinate the tradeoff, ensuring
that the model is suitable for different scenarios.

In addition to the negligible performance degradation on
benign facial expressions, via the newly proposed perturbation-
aware defense mechanism, our proposed MEC-enabled emo-
tion recognition system achieve a significant performance
improvement on perturbed facial expressions. As illustrated
in Fig. 7(a), compared to the training without defense
mechanism, the performance of emotion recognition in con-
junction with the perturbation-aware defense mechanism is
improved by 1087.497% on FGSM-based perturbed facial
expressions and 453.014% on R+FGSM-based perturbed
facial expressions, respectively. Note that the reason why the
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TABLE III
ACCURACY DETAILS AND CORRESPONDING PERFORMANCE IMPROVEMENTS WITH VGG16-BASED FEATURE EXTRACTION MODULE

performance improvement is so high (e.g., 1, 087.497%) is
that the performance of emotion recognition system without
defense mechanism is too low on perturbed facial expressions.
For example, 1087.497% = (85.761% − 7.222%)/7.222%.
This demonstrates that even in perturbed scenarios, our
defense mechanism ensures that the MEC-enabled emotion
recognition system can achieve state-of-the-art performance.
More details about accuracy of the MEC-enabled hierarchical
emotion recognition system can be found in Table III.

Similar to Fig. 7(a), it can be found in Fig. 7(b) that
the perturbation-aware defense mechanism is also applica-
ble to the MEC-enabled emotion recognition system with
AlexNet-based feature extraction. More specifically, it allows
the emotion recognition system to basically maintain its orig-
inal performance on benign facial expressions. Meanwhile,
compared to the emotion recognition system without the
defense mechanism, the performance of the emotion recog-
nition system with our perturbation-aware defense mechanism
is improved by 473.211% on FGSM-based perturbed facial
expressions and 418.087% on R+FGSM-based perturbed facial
expressions, respectively.

As formerly notified, we have ε = 0.01 in (4) and (5)
for generating perturbed expressions in the training phase.
Regarding Fig. 7(a) and Fig. 7(b), in the testing phase, we also
have ε = 0.01 to generate perturbations and then add pertur-
bations to all benign facial expressions, producing perturbed
facial expressions for testing. To evaluate the generalization
ability of the defense mechanism more comprehensively, we
also generated the facial expression with different levels of
perturbations (i.e., ε = 0.005 and ε = 0.015) for testing,
which can be found in Tables III and IV. Note that for all
emotion recognition systems used in the testing, the value of
ε is 0.01 in the training phase. As illustrated in Table III, for
more minor perturbations (i.e., 0.005 < 0.01), our defense
mechanism with ε = 0.01 is more effective, achieving an
accuracy of 90.838% and 93.314% on facial expressions
with FGSM-based perturbation and facial expressions with
R+FGSM-based perturbation, respectively. For more promi-
nent perturbations (i.e., 0.015 > 0.01), our perturbation-aware
defense mechanism is still effective, and the performance
improvement is more obvious, up to 1, 967.175% on facial
expressions with FGSM-based perturbation. This is because,
for ε = 0.015 perturbations, the performance of the emotion
recognition system without the defense mechanism is worse;
thus, the relative improvement will be more prominent. For the
MEC-enabled hierarchical emotion recognition system with
AlexNet-based feature extraction, the above analysis is still
valid, which can be found in Table IV. Therefore, we utilize
a single level of ε = 0.01 for data augmentation, and then

(a)

(b)

Fig. 8. Distribution characteristics of accuracy on benign facial expressions,
perturbed facial expressions based on FGSM, and perturbed facial expressions
based on R+FGSM. (a) VGG16-based feature extraction. (b) AlexNet-based
feature extraction.

it can deal with different levels (e.g., ε = 0.005, ε = 0.01,
and ε = 0.015) of perturbation. These results demonstrate
that our perturbation-aware defense mechanism has a strong
generalization ability.

Fig. 7 shows the accuracy on the entire testing dataset in the
form of histogram, while Fig. 8 leverages boxplot to describe
the distribution of accuracy for each category. Specifically,
each box represents the distribution of five accuracy val-
ues for five emotional states. Regarding the x-axis in Fig. 8,
Benign, FGSM, and R+FGSM, respectively, refer to that all
facial expressions are benign, all facial expressions are per-
turbed via FGSM, and all facial expressions are perturbed via
R+FGSM. Pert.-Free refers to the MEC-enabled hierarchical
emotion recognition system without any defense mechanism,
while Pert.-Aware means we apply the proactive perturbation-
aware defense mechanism. According to Fig. 8, it can be
demonstrated that the performance of our proposed MEC-
enabled hierarchical emotion recognition system for multiple
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TABLE IV
ACCURACY DETAILS AND CORRESPONDING PERFORMANCE IMPROVEMENTS WITH AlexNet-BASED FEATURE EXTRACTION MODULE

Fig. 9. Comparison of accuracy on facial expressions with perturbation
generated by unknown method (i.e., PGD).

emotional states is consistent. Although the volume of data
possessed by different emotional states in the dataset is differ-
ent, the difference in accuracy for each emotional state is very
small. This means that our method can cope with the imbal-
ance of different categories in the dataset. In addition, we also
find that while enhancing the ability to defend against per-
turbations, the accuracy difference among different emotional
states is slightly enlarged. This is because our defense mech-
anism essentially improves the model’s generalization ability
to more emotions in different scenarios.

Fig. 9 shows the accuracy comparison of the emotion recog-
nition system with or without the defense mechanism under
the context of PGD-based perturbation. Note that for the
immune-driven data augmentation in the training phase, we
have S = {FGSM, R + FGSM} in (6), so PGD is a com-
pletely unknown perturbation generation method. Moreover, as
introduced in Section IV-A2, PGD, as an iterative generation
method, has stronger perturbation capabilities for DNN-based
models. The evaluation in the context of PGD-based per-
turbation can further demonstrate the generalization ability
of our proposed defense mechanism. For the MEC-enabled
emotion recognition system with VGG16-based feature extrac-
tion, when the defense mechanism is not applied, it achieves
0.412% accuracy on PGD-based perturbed facial expres-
sions and 7.222% accuracy on FGSM-based perturbed facial
expressions. 0.412% 
 7.222% can demonstrate that PGD
has a stronger perturbation capability. After applying our
perturbation-aware defense mechanism, its accuracy is as high
as 83.285%. Regarding the comparison of the MEC-enabled
emotion recognition system with VGG16-based feature extrac-
tion in this respect, it can be found from the two histograms
on the right side of Fig. 9 that there are also consistent con-
clusions. Therefore, our defense mechanism can maintain the
ability to defend against perturbation in completely unknown

scenarios. In addition, as an iterative generation method, PGD
requires more resources (e.g., time and computing) to gener-
ate the required perturbations. If we utilize PGD to generate
perturbed facial expressions in the training phase, it will take
up a lot of computing resources and increase time overhead.
It is worth noting that training with S = {FGSM, R + FGSM}
instead of S = {FGSM, R + FGSM, PGD} can defend against
PGD-based perturbation. This can promote the deployment
of our defense mechanisms in real-world resource-constrained
scenarios.

VI. CONCLUSION

Since resource-constrained IoT devices cannot directly sat-
isfy the resource requirements of DNN-based architectures
in the process of optimizing parameters, in this article, we
proposed the MEC-enabled hierarchical emotion recognition
system, which can enable more resource-constrained IoT
devices to serve emotion care in smart cities. Coupled with the
localization modules for specific scenarios, the proposed emo-
tion recognition system achieves the utilization of pretrained
models on the remote cloud, as well as short-delay and high-
performance computing services on the node of mobile edge
network. Moreover, it can be compatible with different archi-
tectures as a feature extraction module. Extensive experimental
results demonstrated that our proposed MEC-enabled hierar-
chical emotion recognition system for resource-constrained
IoT devices can achieve state-of-the-art performance on the
publicly available LIRIS-CSE dataset.

After clarifying that DNN-based emotion recognition
system is vulnerable to perturbation, we further proposed the
proactive perturbation-aware defense mechanism to enhance
the robustness of our MEC-enabled hierarchical emotion
recognition system. The newly proposed defense mechanism
enables the emotion recognition system to basically main-
tain its original performance for benign facial expressions
and can defend against the negative effects of both known
and unknown perturbations. This reduces the requirements for
training resources and is compatible with various perturbations
in real-world scenarios.
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