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Abstract—Driven by the burgeoning growth of the Internet of Everything and the substantial breakthroughs in deep learning (DL)

algorithms, a booming of artificial intelligence (AI) applications keep emerging. Meanwhile, the advance in existing computing

paradigms, i.e., cloud computing and edge computing, provide assorted computing solutions to satisfy the increasingly high

requirements for ubiquitous AI services. Nevertheless, there are some non-trivial issues in the computing frameworks, including the

underutilization of computing power, the self-interest of computing-power trading mechanism, and the inefficiency of AI services

management. To tackle the above issues, we propose a computing-power trading framework based on blockchain, also named AI-

Bazaar. In AI-Bazaar, the AI consumers play multiple roles and feel free to contribute the computing power rented from the computing-

power provider (CPP) for blockchain mining and AI services. Accordingly, we formulate the computing trading problem as a Stackelberg

game. Based on the win or learn fast principle (WoLF), we design a profit-balanced multi-agent reinforcement learning (PB-MARL)

algorithm to search the AI-Bazaar equilibrium, while finding the balanced profits for AI consumers and CPP. Numerical simulations are

carried out to demonstrate the satisfactory performance and effectiveness of the proposed framework.

Index Terms—Cloud computing, edge computing, computing-power trading, AI services, blockchain, stackelberg game

Ç

1 INTRODUCTION

RECENTLY, driven by the burgeoning growth of the Inter-
net of Everything and the prosperous development in

deep learning (DL), a booming of artificial intelligence (AI)
applications keep emerging [1], [2], [3]. Meanwhile, the
advance in existing computing paradigms, i.e., cloud com-
puting and edge computing, can satisfy the increasingly
high requirements for numerous AI applications with low
latency, high bandwidth, and strong computing power,
making the AI services everywhere [4], [5], [6]. In turn, these
ubiquitous AI services have given rise to the novel comput-
ing framework that requires comprehensive connectivity
and efficient computing power [7], [8], [9], [10].

Generally, the computing nodes in the computing frame-
works are widely distributed, while the computing power
resources are heterogeneous. The edge nodes are con-
strained by limited computing resources, which already
cannot support the computing-intensive AI services. Mean-
while, cloud nodes provide a cost-effective solution for
computing-power sharing among the resource-limited edge
nodes, i.e., the AI consumers [11], [12]. To open up the com-
puting power of different computing nodes, there is a press-
ing need to explore a trusted computing-power sharing and
trading framework. Specifically, the computing-power pro-
vider (CPP) in this framework integrates the computing
resources from the computing nodes to offer the computing
power to the resource-constrained computing nodes,
enabling a wealth of AI services to meet their business
requirements.

Nevertheless, there are some non-trivial issues in the
computing-power sharing and trading framework. For
example, 1) The computing power resources in CPP cannot be
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fully utilized [13]. The computational resources in some com-
puting nodes assigned to AI consumers may not be suffi-
cient to support increasingly complex computational
demands, while other nodes may have normal workloads,
or even be idle. The above scenario enables the computing
power underutilized, and further causes the computing
supply contradiction. 2) The computing power trading lacks a
fair profit-balance mechanism. Generally speaking, the CPP is
self-serving and only focuses on its interests. As the number
and types of AI consumers increase, the computing-power
trading framework will enter a new era of the free-market
economy. Therefore, it is necessary to break the egoism and
monopoly of the CPP to provide a profit-balanced trading
mechanism. 3) Currently, the quality management of AI serv-
ices is inefficient. Coupled with the rise of AI services, the
computing demands have been showing continuous and
rapid growth. Nevertheless, subject to the resource-con-
strained computing environment, the existing computing
framework cannot satisfy the accurate, personalized, and
high-quality service requirements. In general, the above
challenges have fueled the urgent need to develop a fully-
utilized, profit-balanced, and efficient computing trading
framework for ubiquitous AI services.

Notably, the CPP provides paid resources services for
computing-intensive AI applications in the computing
power trading framework. Blockchain, as an immutable,
accessible, and tamper-proof ledger, promises several bene-
fits for computing resource trading, including recording the
scattered computing power, meeting contractual conditions
of computing trading and pricing without trusted
intermediaries, and so on [14], [15]. Specifically, with the
development of consensus protocols, blockchain has
become an AI-friendly system. For example, several types
of research are focusing on the proof of useful work consen-
sus protocols [16], such as proof of learning (PoL) [17], proof
of training quality (PoQ) [18], proof of deep learning (PoDL)
[19], etc. In general, these protocols mainly aim at replacing
the hashing puzzle in the traditional proof of work (PoW)
with the model training and then interconnect the whole
learning models in a distributed blockchain manner to con-
struct the lightweight intelligence system. These protocols
conquer the problem of computing power waste while
improving the learning abilities of the resource-poor com-
puting nodes. Therefore, it is natural to integrate the proof
of useful work consensus protocol-based blockchain with
the computing-power trading framework to improve AI
services quality.

In our previous work [20], by jointly considering the per-
spectives of AI consumers, networking, and CPP, we design
a computing-power networking framework for ubiquitous
AI. However, the proposed framework is not concerned
with the comprehensive computing-power trading mecha-
nism. In this paper, assisted by the proof of useful work con-
sensus protocol in blockchain (i.e., PoL consensus protocol),
we propose a computing trading framework for ubiquitous
AI services, named AI-Bazaar. For the three issues raised
above, AI-Bazaar can address them from several mecha-
nisms. Specifically, the AI consumers play multiple roles,
and they feel free to contribute the computing power rented
from the CPP for blockchain mining and AI service, thus
solving the first and third issues. Meanwhile, the computing

trading problem can be formulated as a Stackelberg game to
ensure the balance of interests in AI-Bazaar, which in turn
can solve the second issue. The key contributions of this
work are as follows.

� Based on blockchain, we propose a computing-
power trading framework with a multi-role feature
for ubiquitous AI services.

� In order to reach the balance of the profits between
CPP and AI consumers, we formulate the computing
trading problem as a single-leader-multiple-follower
Stackelberg game. Moreover, the Nash equilibrium
(NE) of each stage and the AI-Bazaar equilibrium in
the Stackelberg game are given with proof of exis-
tence and uniqueness.

� Based on the win or learn fast (WoLF) principle, we
design a profit-balanced multi-agent reinforcement
learning (PB-MARL) algorithm to help the CPP and
AI consumers find balanced profits. Experimental
results demonstrate the satisfactory performance
and effectiveness of the proposed framework.

This article is organized into seven sections. The related
work is shown in Section 2. Section 3.1 describes the pro-
posed computing trading framework. In Section 4,we pres-
ent the system model and problem formulation. The PB-
MARL algorithm is designed for searching the AI-Bazaar
equilibrium of the proposed game model in Section 5. Simu-
lation results are presented and discussed in Section 6.
Finally, concluding remarks are given in Section 7.

2 RELATED WORK

2.1 Traditional Computing-Power Network
Frameworks

As a novel computing framework, the computing-power
network comes into existence. It aims to provide more flexi-
ble and high-quality AI services by connecting resources
between the cloud, edge, and end to form a computing-
power resources pool.

There are several efforts in the computing-power net-
work frameworks, which considered the computing power
can be regarded as the information to share among the com-
puting devices [21], [22], [23]. For example, the authors in
[21] studied a computing first network. In this network,
computing power and network states were treated as the
routing information and published to the whole nodes. By
this means, computing power was connected as a system-
atic grid. Likewise, the authors in [22] argued that comput-
ing power is as easily traded and shared as matter, energy,
and information. Further, the work in [23] presented the
computing network can seamlessly discover the computing
power, and identify the server closest to the user for effi-
cient processing of the AI tasks.

However, all of that works didn’t consider the usage of
computing power as a paid service, which made the pro-
posed approach un-generalized.

2.2 Blockchain-Assisted Computing Frameworks

With the development of blockchain, its transparency and
traceability can offer significant benefits to computing trad-
ing systems [24], [25], [26]. Moreover, aided by cloud
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computing and blockchain, the authors in [27] developed a
resource trading platform for Industrial IoT. Similarly, the
authors in [28] established a blockchain-based toll collection
system to motivate the heterogeneous edge platforms to
share their vacant resources. To satisfies the desirable eco-
nomic properties of the computing-power trading, the
authors in [29] set up an auction-based model for high-effi-
ciency resources trading. The above works probed into a
paid service model of computing trading via blockchain.

Nevertheless, on the one hand, the consensus mechanism
used in these works was traditional, i.e., PoW protocol, and
it needed large amounts of computing power to break the
hashing puzzle through brute force, which leaded to
resource wastage. On the other hand, the AI consumers
were single-role, meaning that they only devoted their com-
puting power to blockchain mining. None of the above con-
sidered the comprehensive scenario that consumers could
either perform blockchain mining or AI service tasks, or
both.

3 THE AI-BAZAAR COMPUTING FRAMEWORK

3.1 Framework Description

In this paper, we propose a computing-power trading
framework, i.e., AI-Bazaar, with multi-role (i.e., consumers
feel free to be a miner or an AI servicer, or both), and profit-
balanced (i.e., the computing profits are satisfied by both
sides) features for AI services.

As shown in Fig. 1, AI-Bazaar is committed to balancing
the allocation of computing power, connecting the scattered
computing resources, motivating the computing nodes to
share their computing power, as well as allowing the multi-
farious customization needs of AI consumers. There are two
types of entities in the AI-Bazaar, including AI consumers
and CPP. Particularly, the resource-constrained AI consum-
ers request computing power from the CPP via blockchain
for satisfying their requirements. Concretely, the AI-Bazaar
computing framework consists of the following layers.

3.2 AI Consumers Layer

In AI-Bazaar, there exists a group of AI consumers, denoted
by i 2 N ¼ f1; 2; . . .; Ng, as shown in the AI consumers

layer of Fig. 1. Specifically, the tasks of AI consumers are
mainly concentrated in two classes: AI training and AI
inference.

� AI training: An AI consumer requires intensive com-
putation to support the AI training service, such as
image recognition, speech recognition, natural lan-
guage processing, transportation control, and aug-
mented reality, sustained by neural networks (NNs),
reinforcement learning (RL), federated learning (FL)
algorithms, etc.

� AI inference: In addition to the AI training tasks, an
AI consumer also requires computation to process
the AI inference leveraging the training results to
manage the realistic tasks. This task retains the learn-
ing ability, and can be applied to the new datasets for
quick inference response.

To meet the AI demands, bandwidth must also be
acquired in AI-Bazaar. Nevertheless, it is provided by the
network operator and is therefore not included in the com-
puting-power trading framework. Next, the computing-
power provider layer is introduced as follows.

3.3 Computing-Power Provider Layer

With the acceleration of IoT and emerging computing
frameworks constructions, the proliferation of computing
power from the centralized cloud node to the network node
is a matter of momentum. Generally, the computing nodes
in the computing frameworks are widely distributed, while
the computing power resources are heterogeneous. The
CPP are committed to integrating computing-power resour-
ces from the computing nodes by resource pooling, provid-
ing a cost-effective solution for resource-limited edge
devices, i.e., the AI consumers.

Hence, a trusted computing-power trading framework is
of great necessity to support credible computing sharing
between CPP and AI consumers. Blockchain, as an open,
cryptographic, and decentralized system, provides a range
of related computing solutions. Then we present the block-
chain layer as follows.

3.4 Blockchain Layer

Blockchain includes a series of technologies, such as consen-
sus mechanism, encryption algorithm, distributed data stor-
age, and so on. These technologies enable blockchain to
possess the characteristics of decentralization, transparency,
security, etc., to help with establishing the secure trusted
computing-power trading framework. Specifically, this
paper adopts the PoL-based consensus mechanism in
response to the huge computing power waste of work-
based protocols. PoL regards the NNs training as a working
puzzle, which is viewed as the learning-based mining ser-
vice, rather than meaningless hashes. It is for this reason
that the AI consumers in the computing-power trading
framework can play multiple roles (i.e., the miner or AI ser-
vicer), and we will give a detailed description in Section 4.

From Fig. 1, it is also observed that the NNs in AI-Bazaar
are multiplexed. On the one hand, NNs can be treated as a
puzzle in the learning-based blockchain. On the other hand,
they serve as the underlying support for the DL algorithms.
As a result, multiplexed NNs provide strong support for

Fig. 1. The proposed computing-power trading framework for AI
services.
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the sustainable development of computing-power trading
and AI services at a higher level.

4 AI-BAZAAR MODEL AND PROBLEM

FORMULATION

We first present the computing-power trading model in AI-
Bazaar in Sections 4.1 and 4.2. Then the computing-power
pricing and purchase demand problem between the CPP
and AI consumers can be formulated as a Stackelberg game
in Section 4.3 . Further, we give the proof of existence and
uniqueness of the Stackelberg game in 4.4 .

4.1 AI-Bazaar Model Description

4.1.1 Model Assumption

The AI-Bazaar model is illustrated in Fig. 2. Noted that dif-
ferent computing-power members placed in the framework
have widely various strategies, divided into the purchase
strategy from AI consumers and the pricing strategy from
CPP. Specifically, in AI-Bazaar, CPP concentrates on selling
computing power, while AI consumers submit computing-
power purchase demands to rent computing power from
the CPP for managing diversiform tasks and running block-
chain applications for AI services.

Assume that there exists the CPP and N AI computing-
power consumers. We formulate the computing trading
problem between CPP and AI consumers as a single-leader-
multiple-follower Stackelberg game. At first, CPP proclaims
a uniform computing-power unit price for all AI consumers.
Then each AI consumer determines the purchase strategy to
get computing power for supporting a great variety of tasks.
The uniform computing-power unit price is represented as
p 2 ½pmin; pmax�, where pmin and pmax are the minimum and
maximum computing-power unit price, respectively. The
decided computing-power purchase demands of AI con-
sumers are denoted as F ¼ fF1; F2; . . . ; Fn; . . . ; FNg, where
Fi 2 ½Fmin; Fmax�. Specifically, Fmin and Fmax are the mini-
mum and maximum computing resources requested by the
consumer, respectively.

4.1.2 Multi-Role AI Consumers in AI-Bazaar

In AI-Bazaar, the tasks of AI consumers include AI training
and AI inference, resulting in the two roles shown in Fig. 3.
As the mining puzzle is solved, the training tasks for AI

consumers will be accelerated. At this point, the AI con-
sumer acts as a miner to fight for the bookkeeping right of
the blockchain, to receive the block reward. If the CPP
returns the required training result to the AI consumer for
inference, the AI consumer can be an AI servicer to satisfy
their personalized demands. In addition, AI consumers
have the flexibility to switch roles between AI services and
miners. That is, they can choose a portion of computing
power for business needs and another portion for block-
chain mining.

4.2 Learning-Based Mining Model

In this paper, we adopt the learning-based consensus proto-
col, i.e., PoL [17], as shown in Fig. 4. It regards the local
training process as the puzzle and believes an NNs with the
smaller loss function can efficiently provide high-quality AI
services. The winner will issue a block and further get
returns. After reaching the consensus, the other nodes then
change their parameters in the NNs according to the
winner’s transaction. To perform the PoL process between
AI consumers, we need to utilize the same standard dataset
only including normal data. The model can only be brought
online if its results on this standard dataset are up to par,
which also prevents poisoning attacks.

Assume consumer i decides to allocate the part of com-
puting power bi for mining, named the role-playing ratio.
Accordingly, the proportion of consumer’ computing power
devoted to mining i for mining in the whole blockchain net-
work is ai, which is

ai ¼ biFiPN
j¼1 bjFj

: (1)

Similar to PoW [30], we consider the occurrence of
addressing the learning-based puzzle can be formulated as
a random variable subject to a Poisson distribution. Analo-
gously, the probability that miner i successfully solves this
type of puzzle and reaches consensus is ri, which can be
expressed as

ri ¼ aie
�"Tp

i ; (2)

where " refers to a constant parameter associated with
learning puzzle, and Tp

i means the propagation time
required for a block to reach consensus. Specifically, Tp

i rep-
resents the liner function with respect to the block size Bi,
the propagation factor t and the evaluation metric of each
miner solution for the learning-based puzzle di, i.e., T

p
i ¼

Fig. 2. The AI-Bazaar model.

Fig. 3. Multiple roles for the consumer.

2340 IEEE TRANSACTIONS ON CLOUD COMPUTING, VOL. 11, NO. 3, JULY-SEPTEMBER 2023

Authorized licensed use limited to: Tsinghua University. Downloaded on December 09,2023 at 18:39:36 UTC from IEEE Xplore.  Restrictions apply. 



tdiBi. For example, in the PoL, " is related to the given train-
ing time TTrain, which means " ¼ 1=TTrain. Without loss of
generality, we assume each block contains the equal num-
ber of transactions, that is Bi ¼ B. Additionally, consider
the loss function value of trained NNs from the miner i as
the evaluation indicator di.

If the miner successfully addresses the learning-based
puzzle, it will broadcast its solution to the whole network,
while other nodes throughout the network validate the cor-
rectness of this solution and reach a consensus. The first
miner that successfully wins the bookkeeping right will
receive the reward. Likewise, the miners could gain rewards
form two ways. The reward R is obtained from mining suc-
cessfully, and the reward Rp is the performance reward,
defined as the product between a performance reward fac-
tor � and block size B, i.e., Rp ¼ �B. Thus, the profit that an
AI consumer derives from mining is defined as follows:

Um
i ¼ ðRþ �BÞaie

�"tdiB: (3)

4.3 Profit-Balanced Stackelberg Game Model

We formulate the computing-power trading between com-
puting-power members as a two-stage Stackelberg game
model. Their profit functions in each stage are given as
follows.

Consider that computing-power members have quasi-lin-
ear utilities [31]. Specifically, the CPP profit gained in AI-
Bazaar is defined by the AI consumers’ payment minus the
service cost. In the first stage, the CPP decides the computing-
power pricing strategy within strategy space P ¼ fp j pmin �
p � pmaxg based on the demands provided by the AI consum-
ers tomaximize its profitUcpp, it can be described as:

P1 : max
p

XN
i¼1
ðp� CÞFi

s:t:p 2 ½pmin; pmax�;
(4)

where C is the electricity cost per computing-power unit.
This revenue-incentive mechanism will incentivize selfish
CPP to join in the AI-Bazaar, while utilizing the idle com-
puting power for AI services.

Furthermore, the AI consumer’s profit received in the AI-
Bazaar is defined by the reward from blockchain minus the
mining risk cost and payment for renting computing power

from CPP. In the second stage, the AI consumer decides the
purchase amount of computational power with the pur-
chase strategy space F ¼ fFi j i2N : Fmin � Fi � Fmaxg based
on the computing-power unit price set in the first stage. As
such, for consumer i, it can flexibly act multi-role to maxi-
mize its own profit Ui, which can be formulated as:

P2 : max
Fi

Fiðð1� biÞCb � uipÞ þmiU
m
i

s:t:Fi 2 ½Fmin; Fmax�; (5)

where Um
i is the profit of the AI consumer frommining. Spe-

cifically, ui is a weight factor indicating the tendency of the
ith AI consumer to think about how much the payment cost
is more important to the total profit, and the mi is the token
effect parameter denoting the equivalent monetary worth of
mining. Cb denotes the profits per computing-power unit
caused by realizing business needs.

Overall, both CPP and AI consumers will like to acquire
the greatest profits [20], [24]. In the following, we investi-
gate the equilibrium property and tradeoff analysis of the
two parties’ profits.

4.4 Model Analysis

To verify the formulated Stackelberg game exists the equi-
librium, we bring the following definitions and theorems.

Definition 1. An AI-Bazaar equilibrium point of Stackelberg
Game in this paper is a group of strategies ffF �i gi2N; P �g
meeting the following conditions:

UcppðF �; P �Þ �UcppðF �; P Þ;
UiðF �; P �Þ �UiðF; P �Þ: (6)

An AI-Bazaar equilibrium refers to that no player has an
incentive to change its strategy after taking into account the
opponent’s decisions. Therefore, it is the optimal strategy in
this profit-balanced game. Next, we will prove the equilib-
rium property of each stage and the AI-Bazaar equilibrium,
and further analyze the profit-balanced problems of the two
parties in detail.

4.4.1 AI Consumers’ Game

The self-interest behaviors of computing-power members in
AI-Bazaar create a competitive environment, and form a
noncooperative game on the consumer side.

Lemma 1. The strategy space for each consumer F is a non-
empty, convex, and compact set, and Ui is an apparently con-
tinuous function in F .

Proof. In the second stage, the AI consumers have N pur-
chase strategies, and the domain of these strategies is
½Fmin; Fmax�. It’s easy to observe this strategy space is a
non-empty convex set, and the profit function ui of each
consumer is continuous. Moreover, the domain of the
strategy space has the upper bound, meaning F is a com-
pact set. The proof is completed. tu

Theorem 1. The NE in the AI consumer’s game exists.

Proof. From lemma 1, we know Ui is apparently continuous
in F . We set Rc

i ¼ miðRþ �BÞe�"tdiB and take the first and
second derivatives of (5) with respect to Fi respectively,

Fig. 4. The process of the PoL blockchain.
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which are given by:

@Ui

@Fi
¼ � ðbi � 1ÞCb þ uipð Þ þRc

i

bi

P
j6¼i bjFjPN

j¼1 bjFj

� �2 ; (7)

@2Ui

@2Fi

¼ �2Rc
i

b2
i

P
j6¼i bjFjPN

j¼1 bjFj

� �3 < 0: (8)

Therefore, Ui is proved to be a strictly concave func-
tion with respect to Fi. As such, the Nash equilibrium of
the game on the AI consumers side exists [32]. tu

Theorem 2. The profit function of the consumer ui has the fixed
point, and the NE of AI consumers definitely is the fixed point
of the profit function.

Proof. According to Lemma 1 and the similar proofs in [33],
[34], we could arrive this theorem. tu
Then, under certain conditions, the uniqueness of NE is

proved by leveraging the standard function method [32].
We then introduce the definition of the standard function as
follows.

Definition 2. If a general function f (x) satisfies the following
conditions, it could be defined as a standard function: (1) Posi-
tivity: 8x 2 X; fðxÞ > 0; (2) Monotonicity: 8x1; x2 2
X; x1 < x2; fðx1Þ < fðx2Þ; (3) Scalability: 8r > 1; x 2 X;
fðrxÞ < rfðxÞ.
As we proved in Theorems 1 and 2, there is at least one

NE, which can be shown to be a fixed point. Then we get

F �ð Þ ¼ fðF �1
� �

; f F �2
� �

; . . . ; f F �NÞ
� �

; (9)

where fðFiÞ is the purchase strategy function for the con-
sumer i.

Let @Ui
@Fi
¼ 0, and we have

XN
j¼1

bjFj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rc

ibi
P

j 6¼i bjFj

pui þ ðbi � 1ÞCb

s
; (10)

while we know that

XN
j¼1

bjFj ¼
X
j 6¼i

bjFj þ biFi: (11)

Therefore, the strategy function satisfies the following
equality by substituting (11) into (10):

Fi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Rc
i

P
j 6¼i bjFj

bi pui þ ðbi � 1ÞCbð Þ

s
� 1

bi

X
j 6¼i

bjFj: (12)

Overall, the strategy function is shown as follows:

F �i ¼ fðFiÞ ¼
Fmin; Fi < Fmin;

Fi; Fmin � Fi � Fmax;

Fmax; Fi > Fmax:

8><
>: (13)

In this paper, we mainly focus on the second case. Then, the
Theorem 3 proves the uniqueness of NE in the consumer’s
game.

Theorem 3. When the role-playing ratio of each consumer is
same, i.e., b, there must be only one NE in consumer’s game
given the following condition

2ðN � 1Þpui þ ðb� 1ÞCb

Rc
i

<
XN
j¼1

puj þ ðb� 1ÞCb

Rc
j

(14)

is satisfied.
Proof.

(1) When the role-playing ratio of each consumer is

same, it’s easy to obtain that
P

j 6¼i Fj <
Rc
i

4ðpuiþðb�1ÞCbÞ <
Rc
i

ðpuiþðb�1ÞCbÞ on the basis of the condition (14) and Lemma

2, then we getX
j6¼i

Fj <

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rc

i

P
j6¼i Fj

pui þ ðb� 1ÞCbð Þ

s
: (15)

Therefore, we can prove fðFiÞ > 0; 8Fi 2 F .
(2) Let �F; F 0 2 F and �F < F 0, we can obtain the fol-

lowing conclusion by substituting it into (12),

fð �F Þ � fðF 0Þ

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiX
j 6¼i

�Fj

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiX
j6¼i

F 0j

s0
@

1
A ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Rc
i

pui þ ðb� 1ÞCb

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiX
j6¼i

�Fj

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiX
j 6¼i

F 0j

s0
@

1
A ffiffiffiffiffiffiffiffiffiffiffiffiffiX

j 6¼i
�Fj

s
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiX
j6¼i

F 0j

s0
@

1
A: (16)

As �F < F 0, then
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

j 6¼i �Fj

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
j6¼i F

0
j

q
< 0. Moreover,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rc

i

pui þ ðb� 1ÞCb

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiX
j6¼i

�Fj

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiX
j6¼i

F 0j

s
2

 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rc

i

pui þ ðb� 1ÞCb

s
� 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiX
j 6¼i

�Fj

s
;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rc

i

pui þ ðb� 1ÞCb

s
� 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiX
j6¼i

F 0j

s !
:

Based on the Lemma 2, we have fð �F Þ < fðF 0Þ. (3) Con-
sider 8r > 1, it can be proved that

rfðFiÞ � fðrFiÞ

¼ r� ffiffiffi
r
pð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rc

i

P
j 6¼i Fj

pui þ ðb� 1ÞCb

s
> 0:

(17)

Hence, we can verify (13) is the standard function.
According to [32], it can be concluded that there is defi-
nitely one NE in the strategy space set. tu
Specifically, the unique NE is given by the following.

Theorem 4. If each AI consumer i chooses the same role-playing
ratio b and the condition (14) holds, the unique NE in the AI
consumer’s game is provided as follows:
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F �i ¼
N � 1PN

j¼1
pujþðb�1ÞCb

Rc
j

� �

� N � 1PN
j¼1

pujþðb�1ÞCb

Rc
j

� �
0
BB@

1
CCA

2

� pui þ ðb� 1ÞCb

Rc
i

: (18)

Proof. Due to the equal role-playing ratio of each AI con-
sumer, from (12), we haveP

j 6¼i FjPN
i¼1 Fi

� �2 ¼ pui þ ðb� 1ÞCb

Rc
i

; (19)

Specifically, we sum the two sides of (19) separately, and
obtaining the left part of (19)

PN
i¼1
P

j 6¼i FiPN
j¼1 Fj

� �2 ¼
X
j6¼1

Fj þ
X
j 6¼2

Fj þ � � � þ
X
j6¼N

Fj

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{N

PN
j¼1 Fj

� �2
¼ N � 1ð Þ

PN
j¼1 FjPN
j¼1 Fj

� �2 :
(20)

Then we have

N � 1ð Þ
PN

j¼1 FjPN
j¼1 Fj

� �2 ¼XN
j¼1

puj þ ðb� 1ÞCb

Rc
j

 !
: (21)

Next, it can be obtained thatXN
j¼1

Fj ¼ N � 1PN
j¼1

pujþðb�1ÞCb

Rc
j

� � :
(22)

After simplifying and applying (10) into (22), we haveffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rc

i

P
j 6¼i Fj

pui þ ðb� 1ÞCb

s
¼ N � 1PN

j¼1
pujþðb�1ÞCb

Rc
j

� � : (23)

By (22) and (23), we can derive (18) and the proof is
completed. tu

Lemma 2. If the AI consumer has the same role-playing ratio b,
while the condition (14) is ensured, thenX

j6¼i
Fj <

Rc
i

4 pui þ ðb� 1ÞCbð Þ: (24)

Proof. From the (18) and (22), we can obtain that

X
j6¼i

Fj ¼ N � 1PN
j¼1

pujþðb�1ÞCb

Rc

� �
0
@

1
A2

� pui þ ðb� 1ÞCb

Rc
i

: (25)

By substituting (14) into (25), we can easily get (24). tu

4.4.2 CPP’ Profit Optimization

In the AI consumers’ stage, the pricing strategy of CPP
related to the computing-power purchase amount Fi. After

substituting (18) into (4), we can arrive

Ucpp ¼ ðp� CÞðN � 1ÞPN
j¼1

pujþðbj�1ÞCb

Rc
j

� � :
(26)

Correspondingly, we analyze the profit maximization of the
CPP under the scenario that the AI consumer achieves the
optimal purchase strategy.

Algorithm 1. The PB-MARL Algorithm for the CPP

Input: acpp, gcpp, d
win
cpp , d

lose
cpp .

Initialization: t ¼ 1, Qcppðstcpp; ptÞ ¼ 0, pcppðstcpp; ptÞ ¼
1

j Acpp j , �pcppðstcpp; ptÞ ¼ 1
j Acpp j , d

win
cpp < dlosecpp , CðstcppÞ ¼ 0.

for t ¼ 1; 2; 3; � � �
1: Observe the state stcpp.
2: Select action pt at the probability policy

pcppðstcpp; ptÞ.
3: Observe the next reward Rcpp and the state stþ1cpp .
4: Update Qcppðstcpp; ptÞ:

Qcppðstcpp; ptÞ  ð1� acppÞQcppðstcpp; ptÞ þ acpp�
ðRcpp þ gcppmaxp2AcppQcppðstþ1cpp ; pÞÞ.

5: Update average policy �pcppðstcpp; pÞ :
CðstcppÞ ¼ CðstcppÞ þ 1

�pcppðstcpp; pÞ  �pcppðstcpp; pÞ þ 1
CðstcppÞ

ðpcppðstcpp; pÞ
��pcppðstcpp; pÞÞ; 8p 2 Acpp.

6: Update current strategy pcppðstcpp; pÞ:
pcppðstcpp; pÞ  pcppðstcpp; pÞ þ Gstcpp;p

; 8p 2 Acpp.

end for
until

Theorem 5. The CPP can achieve profit maximization under the
unique optimal price.

Proof. From (26), we can obtain the first order and second
order derivatives of profit Ucpp with respect to comput-
ing-power unit price p, i.e.

@Ucpp

@p
¼

N � 1ð ÞPN
j¼1 R

c
j

PN
j¼1ðbj � 1ÞCb þ C

PN
j¼1 uj

� �
p
PN

j¼1 uj þ
PN

j¼1ðbj � 1ÞCb

� �2 ; (27)

and

@2Ucpp

@2p
¼

� 2
XN
j¼1

uj

N � 1ð ÞPN
j¼1 R

c
j

PN
j¼1ðbj � 1ÞCb þ C

PN
j¼1 uj

� �
p
PN

j¼1 uj þ
PN

j¼1ðbj � 1ÞCb

� �3 :

(28)

Due to the negativity of (28), we can prove that Ucpp is
strictly concave function with respect to p. Thus, the CPP
can maximize profit with the unique optimal price. The
conclusion arrives. tu
As such, there is definitely a p� enabling CPP to acquire

the optimal profits. That is, both AI consumers and CPP can
achieve optimal profits, which is essentially the AI-Bazaar
equilibrium point of the game.
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5 PROFIT-BALANCED MULTI-AGENT

REINFORCEMENT LEARNING ALGORITHM

BASED COMPUTING-POWER TRADING

In this section, we develop the PB-MARL algorithm for
learning optimal strategies and searching the AI-Bazaar
equilibrium. Concretely, we introduce the multi-agent
model of AI-Bazaar in Section 5.1, and introduce the PB-
MARL algorithm in Section 5.2.

5.1 Profit-Balanced Multi-Agent System Model

The RL framework enables players to learn the optimal pol-
icy by trial and error leveraging feedback from their own
actions and experiences in an interactive environment. In
this paper, let stu ¼ pt and stcpp ¼ ½Ft�1

i �i2N signify the state of
AI consumers and CPP, respectively. Consider Ft 2 Au and
pt 2 Acpp indicate the submitted computing-power purchase
action of AI consumers and the computing-power unit price
policy determined by CPP, respectively. Au expresses the
AI consumer’s action space, and Acpp denotes the CPP
action space.

At the beginning of the time slot t, the CPP sets the uni-
form computing-power unit price pt based on the state Ft

i ¼
½Ft�1

i �i2N observed from underlying game model, and Ft�1
i

means the submitted purchase computing-power amounts
of each AI consumer in time slot ðt� 1Þ. According to (4),
we define the Markov Decision Process (MDP) of the CPP,
stcpp ¼ ½Ft�1

i �i2N signifies the state space, action space is
denoted by pt 2 Acpp, and the reward function is shown as
follows:

Rcpp ¼
XN
i¼1
ðpt � CÞFt

i : (29)

For the AI consumers, after observing the computing-
power unit price action of the CPP in time slot t, then each
of them determines the submitted purchase action Ft

i on
account of its state. Similarly, according to (5), we define the
MDP of the AI consumer, where stu ¼ pt represents state
space, action space is defined as Ft 2 Au, whereas the
reward function is given by:

Ru ¼ Ftðð1� biÞCb � uip
tÞ þmiðRþ �BÞaie

�"tdiB: (30)

5.2 Profit-Balanced Multi-Agent Reinforcement
Learning Algorithm

We design the PB-MARL algorithm for learning optimal
policies in the non-stationary environment constructed by
multi-agents. This algorithm is the extension of Q-learning
[35], and it can avoid suffering the seriously oscillatory
problem compared to the single-agent RL. Concretely, the
PB-MARL algorithm selects the suitable learning parameter
dwincpp and dlosecpp for updating the learning rate dcpp according to
the WoLF principle. And the architecture of the PB-MARL
algorithm is shown in Fig. 5.

Algorithm 1 shows the details of the PB-MARL algorithm
for the CPP in the multiagent system. Specifically, acpp 2
ð0; 1� represents the learning rate, and gcpp 2 ð0; 1� denotes
the discount factor. At the beginning of the algorithm, some
parameters need to be initialized. By observing the relevant
state, action, and reward, the Q-function of the CPP with

the computing-power unit price p can be formulated by
Qcppðstcpp; ptÞ. Similar to Q-learning, the updating rule of the
Q-table can be given in step 4. Then, an average policy
�pcppðstcpp; pÞ is introduced to determine the ‘win’ or ‘failure’
of the current strategy. It can be updated by step 5, where
CðstcppÞ represents the occurrences count of the state.

The CPP then can update its submitted price policy,
interacting with the environment and other agents to maxi-
mize the cumulative reward. And the update of the current
price strategy pcppðstcpp; pÞ is given by step 6, where

Gstcpp;p
¼

�min pcppðstcpp; pÞ; dcpp
j Acpp j �1

� �
; V;P

p0 6¼p min pcppðstcpp; p0Þ; dcpp
j Acpp j �1

� �
; otherwise:

8<
: (31)

Furthermore, we define V : p 6¼ argmaxp02AcppQcpp

ðstcpp; p0Þ, j Acpp j is the size of the CPP’s action set, and the
dcpp is given by:

dcpp ¼
dwincpp ; V0;

dlosecpp ; otherwise;

(
(32)

whereV0 represents the case that the current value is greater
than the average value, i.e.,

X
p2Acpp

pcppðstcpp; pÞQcppðstcpp; pÞ �X
�p2Acpp

�pcppðstcpp; �pÞQcppðstcpp; �pÞ: (33)

As for the complexity of the PB-MARL, the agent updates
its strategy according to step 4 in Algorithm 1. Therefore,
the complexity of the agent is OðS2 	AÞ. Specifically, S
denotes the element number in the state space set, while A
is the number in the action space set. Additionally, we can
obtain the submitted price policy of the AI consumers with
the PB-MARL algorithm similar to Algorithm 1, and we will
not elaborate here due to the page limit.

6 SIMULATION RESULTS AND DISCUSSIONS

Some extensive experiments are conducted to evaluate the
performance of the computing-power trading framework in
this section. Set the action space of AI consumers and CPP
be Fi 2 ½10; 100�, and P 2 ½10; 20�, respectively. The given
learning rate a ¼ 0:8, the discount factor g ¼ 0:1, whereas
the learning parameters dwincpp ¼ 0:0025 and dlosecpp ¼ 0:01. Simi-
lar with [24], the other default parameters are set as Table 1,
where Nnfig is the other AI consumers set after removing
the consumer i. The proposed framework was then imple-
mented and tested in Python 3.7.

Fig. 5. The architecture of the PB-MARL algorithm.
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First, we apply the PB-MARL algorithm for searching the
AI-Bazaar equilibrium in the non-stationary environment
constructed by multiple members. Fig. 6 demonstrates the
convergence performance of three algorithms: PGA-APP
that only needs to observe the local reward of the agent
when selecting a specific action[36], MiniMax Q-learning
[37] that leverages a “minimax” operator evaluated by solv-
ing a linear program to replace the “max” operator in the
update step of a standard Q-learning algorithm, and PB-
MARL algorithm. In Fig. 6, the red line represents the theo-
retically optimal solution. From Fig. 6, it can be observed
that the PGA-APP algorithm cannot converge and the per-
formance is poor. whereas, the MiniMax Q-learning and
PB-MARL algorithms can converge to the AI-Bazaar equi-
librium point approximately. Compared with the MiniMax
Q-learning, the PB-MARL converges faster obviously due to
the WoLF principle.

To get a more detailed view of the AI-Bazaar, we plot the
profit models of the computing-power members shown in
Fig. 7. Regardless of the strategies of other computing-
power members, the member in each unilateral model has
its own optimal behavior. Correspondingly, problem P2
only considers the optimization of consumer’s profit, and
its profit model is shown in the left part of Fig. 7. Mean-
while, problem P1 is to maximize the profit of the CPP, and
its profit model is shown in the right part of Fig. 7.

Here, we examine the profit-balance performance in AI-
Bazaar. Specifically, we leverage the red bar chart to denote

the AI consumer’s profit calculated by addressing problem

P2 through the Genetic Algorithm (GA), while the green bar

chart represents the solutions by solving problem P1

through GA. Furthermore, the blue chart represents the

profit obtained by addressing the Stackelberg game through
the PB-MARL algorithm. From Fig. 8a, it can be observed

that the PB-MARL algorithm could balance the profit of the

consumer and CPP while benefiting both of them.
Additionally, we compare the profits of computing-

power members between four algorithms, i.e., PGA-APP,
MiniMax Q-learning, GIGA-WOLF [38], PB-MARL. From
Fig. 8b, we can see that the PB-MARL algorithm is closest to
the AI-bazaar equilibrium compared with other baselines.
Further, the AI consumer’s utility may give rise to poor per-
formance as the number of AI consumers increases. That is

because as more AI consumers participate in AI-Bazaar to
compete for computing resources, they are less likely to suc-
cessfully solve Pol puzzles and receive rewards, further
yielding poor performance. However, the CPP would gain
more utility because more AI consumers will purchase com-
puting power to support their tasks.

In our proposal, the AI consumer can play multiple roles
simultaneously. In fact, it makes sense to consider the
impact of the role-playing ratio on the AI consumer’s profit.
As shown in Fig. 9 , we compare the profit of one consumer
in different block rewards. From Fig. 9a, for the small role-
playing ratio, as blockchain mining may be more reward-
ing, the AI consumer’s profit shows an upward tendency.
However, with an increase of bi, the AI consumer’s profit
decreases. That is due to devoting most of the computing
power to mining may cause a high risk of revenue loss. Fur-
thermore, the lower the block reward, the lower the profit

TABLE 1
Parameter Values

Parameter Value Description

N 10 Number of AI consumers
" 20 Training Parameter
t 0.01 Propagation factor
di 0.8 Evaluation metric
C 5 Electricity cost
Cb 220 AI service profits
ui 0.5 Weight factor
mi 1 Token effect parameter
R 20000 Mining reward
B 500 Block size
� 2.5 Performance reward factor
bi 0.2 Role-playing ratio of consumer i
bNnfig 0.1 Role-playing ratio ofNnfig

Fig. 6. Convergence performance of distinct algorithms.

Fig. 7. The profits model of the AI consumer and CPP.
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AI consumers receive, and the more likely they fall into the
mining risk group when the AI consumer chooses a large
role-playing ratio.

Fig. 9b compares the AI consumer’s profit in different
roles with the growing number of AI consumers. As shown
in Fig. 9b, for the small-scale AI consumers, consumer i
could gain the mining reward readily when it rather wants
to act the miner role. In this scenario, the larger b is, the
greater reward from blockchain consumer will receive. As
more AI consumers enter AI-Bazaar to contend for comput-
ing power, they are less likely to successfully obtain the PoL
puzzle solution, while taking more mining risks. Hence,
with a large number of AI consumers, the larger bi gets, the
more the consumer’s return from the blockchain slowly
diminishes, and then there is a crossover point, after which
it becomes more unprofitable compared to the other con-
sumer who tends to mine with less computing power. To
cope with the large-scale user situation, we can set a higher
reward for stimulating more users to participate in block-
chain mining.

Fig. 9c demonstrates the impact of the performance
reward factor �. From Fig. 9c, the profit of the CPP would
rise with the growth of �. This is due to the fact that the
higher performance reward factor will stimulate more AI
consumers to purchase computing power for self-interest.
Similarly, it is found that an increase in block reward brings
about additional profit for the CPP as well. This is because
the fixed block reward motivates the purchase demands of
the AI consumers, and further boosts the gain of the CPP.

Furthermore, we assume AI-Bazaar has manifold roles
and examine the impact of the transaction block size on the
profit of the follower in this scenario in Fig. 9d. These three

lines signify the profit of the AI consumer i in distinct ratio
between bi and bNnfig. From Fig. 9d, it can be observed that
as the size of the block increases, the profit of the consumer
first ascents, then decreases. This is due to the fact that
when the block records fewer transactions, the increment of
the performance reward is greater than the decrement of
the block reward. After reaching the maximum, the degree
of difficulty that consumer i obtains block reward from
blockchain creeps up, and the decrease in mining incentives
will be even more pronounced. Therefore, the AI consum-
er’s profit appears to be a downtrend trend. Additionally,
the greater computing power that AI consumer devotes to
mining, the better revenue it will get.

7 CONCLUSIONS AND FUTURE WORK

With the assistance of blockchain, this paper proposes a
computing-power trading framework for ubiquitous AI
services, also known as AI-Bazaar. In AI-Bazaar, AI con-
sumers have the flexibility to switch roles between AI serv-
ices and miners, while feeling free to contribute the
computing power rented from the CPP for personalized
demands. Accordingly, a two-stage Stackelberg game
between CPP and AI consumers is formulated. Further,
we develop the PB-MARL algorithm based on WoLF to
find the AI-Bazaar equilibrium for better learning-based
services in the resource-constrained computing environ-
ment. The experimental results further emphasize that AI
consumers and CPP can make satisfying decisions and
gain benefits. In the future, we will continue to improve
the real framework implementation, while designing
smart contracts to ensure the security and transparency of
the transaction process.

REFERENCES

[1] Z. Zhang et al., “6G wireless networks: Vision, requirements,
architecture, and key technologies,” IEEE Veh. Technol. Mag.,
vol. 14, no. 3, pp. 28–41, Sep. 2019.

Fig. 8. Profits performance comparison with different baselines.

Fig. 9. Comparison of both sides profits with various blockchain factors.

2346 IEEE TRANSACTIONS ON CLOUD COMPUTING, VOL. 11, NO. 3, JULY-SEPTEMBER 2023

Authorized licensed use limited to: Tsinghua University. Downloaded on December 09,2023 at 18:39:36 UTC from IEEE Xplore.  Restrictions apply. 



[2] E. Li, L. Zeng, Z. Zhou, and X. Chen, “Edge AI: On-demand accel-
erating deep neural network inference via edge computing,” IEEE
Trans. Wirel. Commun., vol. 19, no. 1, pp. 447–457, Jan. 2020.

[3] J. Wang, C. Jiang, H. Zhang, Y. Ren, K. Chen, and L. Hanzo,
“Thirty years of machine learning: The road to pareto-optimal
next-generation wireless networks,” IEEE Commun. Surv. Tutori-
als, vol. 22, no. 3, pp. 1472–1514, Jan. 2020.

[4] X. Wang, Y. Han, C. Wang, Q. Zhao, X. Chen, and M. Chen, “In-
edge AI: Intelligentizing mobile edge computing, caching and
communication by federated learning,” IEEE Netw., vol. 33, no. 5,
pp. 156–165, Sep./Oct. 2019.

[5] Y. Shih, W. Chung, A. Pang, T. Chiu, and H. Wei, “Enabling low-
latency applications in fog-radio access networks,” IEEE Netw.,
vol. 31, no. 1, pp. 52–58, Jan./Feb. 2017.

[6] Y. Gong, H. Yao, J. Wang, M. Li, and S. Guo, “Edge intelligence-
driven joint offloading and resource allocation for future 6G
industrial Internet of Things,” IEEE Trans. Netw. Sci. Eng., to be
published, doi: 10.1109/TNSE.2022.3141728.

[7] G. Shao, X. Chen, X. Zeng, and L. Wang, “Deep learning hierarchi-
cal representation from heterogeneous flow-level communication
data,” IEEE Trans. Inf. Forensics Secur., vol. 15, pp. 1525–1540, 2020.

[8] Z. Zhou, X. Chen, E. Li, L. Zeng, K. Luo, and J. Zhang, “Edge Intel-
ligence: Paving the last mile of artificial intelligence with edge
computing,” Proc. IEEE, vol. 107, no. 8, pp. 1738–1762, Aug. 2019.

[9] X. Wang, Y. Han, V. C. M. Leung, D. Niyato, X. Yan, and X. Chen,
“Convergence of edge computing and deep learning: A comprehen-
sive survey,” IEEE Commun. Surv. Tut., vol. 22, no. 2, pp. 869–904,
Apr.–Jun. 2020.

[10] F. Wang et al., “Dynamic distributed multi-path aided load bal-
ancing for optical data center networks,” IEEE Trans. Netw. Serv.
Manage., vol. 19, no. 2, pp. 991–1005, Jun. 2022.

[11] T. Mai, H. Yao, N. Zhang, L. Xu, M. Guizani, and S. Guo, “Cloud
mining pool aided blockchain-enabled Internet of Things: An evo-
lutionary game approach,” IEEE Trans. Cloud Comput., to be pub-
lished, doi: 10.1109/TCC.2021.3110965.

[12] F. Li, H. Yao, J. Du, C. Jiang, Z. Han, andY. Liu, “Auction design for
edge computation offloading in SDN-based ultra dense networks,”
IEEE Trans. Mob. Comput., vol. 21, no. 5, pp. 1580–1595,May 2022.

[13] J. Ren, G. Yu, Y. He, and G. Y. Li, “Collaborative cloud and edge
computing for latency minimization,” IEEE Trans. Veh. Technol.,
vol. 68, no. 5, pp. 5031–5044, May 2019.

[14] Z. Xiong, Y. Zhang, D. Niyato, P. Wang, and Z. Han, “When
mobile blockchain meets edge computing,” IEEE Commun. Mag.,
vol. 56, no. 8, pp. 33–39, Aug. 2018.

[15] J. Li, T. Liu, D. Niyato, P. Wang, J. Li, and Z. Han, “Contract-theo-
retic pricing for security deposits in sharded blockchain with
Internet of Things (IoT),” IEEE Internet Things J., vol. 8, no. 12,
pp. 10 052–10 070, Jun. 2021.

[16] Y. Liu, F. R. Yu, X. Li, H. Ji, and V. C. M. Leung, “Blockchain and
machine learning for communications and networking systems,”
IEEECommun. Surv. Tut., vol. 22, no. 2, pp. 1392–1431,Apr.–Jun. 2020.

[17] C. Qiu, H. Yao, X. Wang, N. Zhang, F. R. Yu, and D. Niyato, “AI-
Chain: Blockchain energized edge intelligence for beyond 5G
networks,” IEEE Netw., vol. 34, no. 6, pp. 62–69, Nov./Dec. 2020.

[18] Y. Lu, X.Huang, Y.Dai, S.Maharjan, andY. Zhang, “Blockchain and
federated learning for privacy-preserved data sharing in industrial
IoT,” IEEE Trans. Ind. Inform., vol. 16, no. 6, pp. 4177–4186, Jun. 2020.

[19] C. Chenli, B. Li, Y. Shi, and T. Jung, “Energy-recycling blockchain
with proof-of-deep-learning,” in Proc. IEEE Int. Conf. Blockchain
Cryptocurrency, 2019, pp. 19–23.

[20] X. Wang, X. Ren, C. Qiu, Y. Cao, T. Taleb, and V. C. M. Leung,
“Net-in-AI: A computing-power networking framework with
adaptability, flexibility, and profitability for ubiquitous AI,” IEEE
Netw., vol. 35, no. 1, pp. 280–288, Jan./Feb. 2021.

[21] M. Kr�ol, S. Mastorakis, D. Oran, and D. Kutscher, “Compute first
networking: Distributed computing meets ICN,” in Proc. 6th ACM
Conf. Informat.-Centric Netw., 2019, pp. 67–77.

[22] X. Tang et al., “Computing power network: The architecture of
convergence of computing and networking towards 6G
requirement,” China Commun., vol. 18, no. 2, pp. 175–185, 2021.

[23] J. Lee, A. Mtibaa, and S. Mastorakis, “A case for compute reuse in
future edge systems: An empirical study,” in Proc. IEEE Globecom
Workshops, 2019, pp. 1–6.

[24] Z. Chang, W. Guo, X. Guo, Z. Zhou, and T. Ristaniemi, “Incentive
mechanism for edge-computing-based blockchain,” IEEE Trans.
Ind. Inform., vol. 16, no. 11, pp. 7105–7114, Nov. 2020.

[25] Z. Xiong, S. Feng, W. Wang, D. Niyato, P. Wang, and Z. Han,
“Cloud/fog computing resource management and pricing for
blockchain networks,” IEEE Internet Things J., vol. 6, no. 3,
pp. 4585–4600, Jun. 2019.

[26] A. Asheralieva and D. Niyato, “Distributed dynamic resource
management and pricing in the IoT systems with blockchain-as-a-
service and UAV-enabled mobile edge computing,” IEEE Internet
Things J., vol. 7, no. 3, pp. 1974–1993, Mar. 2020.

[27] H. Yao, T. Mai, J. Wang, Z. Ji, C. Jiang, and Y. Qian, “Resource
trading in blockchain-based industrial Internet of Things,”
IEEE Trans. Ind. Inform., vol. 15, no. 6, pp. 3602–3609, Jun.
2019.

[28] B. Xiao, X. Fan, S. Gao, and W. Cai, “Edgetoll: A blockchain-based
toll collection system for public sharing of heterogeneous edges,”
2019. [Online]. Available: http://arxiv.org/abs/1912.12681

[29] Y. Jiao, P. Wang, D. Niyato, and K. Suankaewmanee, “Auction
mechanisms in cloud/fog computing resource allocation for pub-
lic blockchain networks,” IEEE Trans. Parallel Distrib. Syst., vol. 30,
no. 9, pp. 1975–1989, Sep. 2019.

[30] Z. Xiong, S. Feng, D. Niyato, P. Wang, and Z. Han, “Optimal pric-
ing-based edge computing resource management in mobile block-
chain,” in Proc. IEEE Int. Conf. Commun., 2018, pp. 1–6.

[31] T. Bahreini, H. Badri, and D. Grosu, “An envy-free auction mecha-
nism for resource allocation in edge computing systems,” in Proc.
IEEE/ACM Symp. Edge Comput., 2018, pp. 313–322.

[32] Z. Han, D. Niyato, W. Saad, T. Baar, and A. Hjrungnes, Game The-
ory in Wireless and Communication Networks: Theory, Models, and
Applications, 1st ed. Cambridge, U.K.: Cambridge Univ. Press,
2012.

[33] D. Gale, “The game of hex and the brouwer fixed-point theorem,”
Amer. Math. Monthly, vol. 86, pp. 818–827, 1979.

[34] K. Etessami and M. Yannakakis, “On the complexity of nash equi-
libria and other fixed points,” SIAM J. Comput., vol. 39, no. 6,
pp. 2531–2597, 2010.

[35] L. Jouffe, “Fuzzy inference system learning by reinforcement
methods,” IEEE Trans. Syst. Man Cybern. Part C, vol. 28, no. 3,
pp. 338–355, Aug. 1998.

[36] C. Zhang and V. R. Lesser, “Multi-agent learning with policy pre-
diction,” in Proc. 24th AAAI Conf. Artif. Intell., 2010, pp. 927–934.

[37] M. L. Littman, “Markov games as a framework for multi-agent
reinforcement learning,” in Proc. 11th Int. Conf. Mach. Learn., 1994,
pp. 157–163.

[38] M. H. Bowling, “Convergence and no-regret in multiagent
learning,” in Proc. Adv. Neural Informat. Process. Syst., 2004,
pp. 209–216.

Xiaoxu Ren (Student Member, IEEE) She received
the B.S. degree in College of Science from Inner
Mongolia University of Technology, China in 2016.
She is currently working toward the PhDdegree with
the College of Intelligence and Computing, Tianjin
University, Tianjin, China. Her current research inter-
ests include machine learning, computing power
networking, edge intelligence, and blockchain.

Chao Qiu (Member, IEEE) received the BS
degree in communication engineering from China
Agricultural University in 2013 and the PhD
degree in information and communication engi-
neering from the Beijing University of Posts and
Telecommunications in 2019. She is currently a
lecturer with the School of Computer Science
and Technology, College of Intelligence and Com-
puting, Tianjin University. From September 2017
to September 2018, she visited Carleton Univer-
sity, Ottawa, ON, Canada, as a visiting scholar.

Her current research interests include edge computing, edge intelli-
gence, and blockchain.

REN ETAL.: AI-BAZAAR: A CLOUD-EDGE COMPUTING POWER TRADING FRAMEWORK FOR UBIQUITOUS AI SERVICES 2347

Authorized licensed use limited to: Tsinghua University. Downloaded on December 09,2023 at 18:39:36 UTC from IEEE Xplore.  Restrictions apply. 

http://dx.doi.org/10.1109/TNSE.2022.3141728
http://dx.doi.org/10.1109/TCC.2021.3110965
http://arxiv.org/abs/1912.12681


Xiaofei Wang (Senior Member, IEEE) received
the master’s and doctor degrees from Seoul
National University from 2006 to 2013. He is cur-
rently a professor with the Tianjin Key Laboratory
of Advanced Networking, School of Computer Sci-
ence and Technology, Tianjin University, China.
He was a postdoctoral fellow with The University
of British Columbia from 2014 to 2016. Focusing
on the research of social-aware cloud computing,
cooperative cell caching, and mobile traffic off-
loading, he has authored more than 140 technical

papers in the IEEE Journal on Selected Areas in Communications, IEEE
Transactions on Wireless Communications, IEEE Wireless Communica-
tions, IEEE Communications, IEEE Transactions on Multimedia, IEEE
INFOCOM, and IEEESECON. In 2017, he received the “FredW. Ellersick
Prize” from the IEEECommunication Society.

Zhu Han (Fellow, IEEE) received the BS degree in
electronic engineering from Tsinghua University, in
1997, and the MS and PhD degrees in electrical
and computer engineering from the University of
Maryland, College Park, in 1999 and 2003, respec-
tively. From 2000 to 2002, he was an R&D Engi-
neer of JDSU, Germantown, Maryland. From 2003
to 2006, he was a research associate with the Uni-
versity of Maryland. From 2006 to 2008, he was an
assistant professor with Boise State University,
Idaho. Currently, he is a John and Rebecca

Moores professor with the Electrical and Computer Engineering Depart-
ment as well as with the Computer Science Department, the University
of Houston, Texas. His research interests include wireless resource allo-
cation and management, wireless communications and networking,
game theory, Big Data analysis, security, and smart grid. He received an
NSF Career Award in 2010, the Fred W. Ellersick Prize of the IEEE Com-
munication Society in 2011, the EURASIP Best Paper Award for the
Journal on Advances in Signal Processing in 2015, IEEE Leonard G.
Abraham Prize in the field of Communications Systems (best paper
award in IEEE JSAC) in 2016, and several best paper awards in IEEE
conferences. He was an IEEE Communications Society distinguished
lecturer from 2015-2018, AAAS fellow since 2019, and ACM distin-
guished member since 2019. Dr. Han is a 1% highly cited researcher
since 2017 according to Web of Science. He is also the winner of the
2021 IEEE Kiyo Tomiyasu Award, for outstanding early to mid-career
contributions to technologies holding the promise of innovative applica-
tions, with the following citation: “for contributions to game theory and
distributed management of autonomous communication networks”.

Ke Xu (Senior Member, IEEE) received the PhD
degree from the Department of Computer Sci-
ence and Technology, Tsinghua University, Bei-
jing, China. He currently serves as a full professor
for Tsinghua University. He has published more
than 200 technical articles and holds 11 U.S. pat-
ents in the research areas of next-generation
internet, blockchain systems, the Internet of
Things, and net- work security. He is a member of
ACM. He served as the Steering Committee
Chair for IEEE/ACM IWQoS. He is an editor of

IEEE Internet of Things Journal. He has guest edited several special
issues in IEEE and Springer journals.

HaipengYao (SeniorMember, IEEE) received the
PhD degree from the Department of Telecommu-
nication Engineering, University of Beijing Univer-
sity of Posts and Telecommunications in 2011. He
is a professor with the Beijing University of Posts
and Telecommunications. His research interests
include future network architecture, network artifi-
cial intelligence, networking, space-terrestrial inte-
grated network, network resource allocation and
dedicated networks. He has published more than
100 papers in prestigious peer-reviewed journals

and conferences. He has served as an editor of IEEE Network, IEEE
Access, and a guest editor of IEEEOpen Journal of the Computer Society
and Springer Journal of Network and SystemsManagement. He has also
served as a member of the technical program committee as well as the
symposium chair for a number of international conferences, including
IWCMC 2019 Symposium Chair, ACM TUR-C SIGSAC2020 Publication
Chair.

Song Guo (Fellow, IEEE) received the bachelor’s
degree in computer software from the Huazhong
University of Science and Technology, the mas-
ter’s degree in computer engineering from the Bei-
jing University of Posts and Telecommunications,
and the PhD degree in computer science from the
University of Ottawa. He is currently a full profes-
sor and an associate head with the Department of
Computing, The Hong Kong Polytechnic Univer-
sity. Before joining PolyU, he was a professor with
the University of Aizu, Japan. His research inter-

ests are mainly in the areas of big data, cloud computing, mobile comput-
ing, and distributed systems. He is the editor-in-chief of the IEEE Open
Journal of the Computer Society. He was a recipient of the 2019 IEEE
TCBDBest Conference Paper Award, 2018 IEEE TCGCCBest Magazine
Paper Award, 2019 and 2017 IEEE Systems Journal Annual Best Paper
Award, and other six best paper awards from IEEE/ACM conferences.
His work was also recognized by the 2016 Annual Best of Computing:
Notable Books and Articles in Computing in ACM Computing Reviews.
Some of his Transactions papers were selected as Featured or Spotlight
papers. He was a distinguished lecturer of IEEECommunications Society
(ComSoc) and served in the IEEE ComSoc Board of Governors. He has
been named on editorial board of a number of prestigious international
journals like the IEEE Transactions on Parallel and Distributed Systems,
IEEE Transactions on Cloud Computing, and IEEE Transactions on
Emerging Topics in Computing. He has also served as chairs of organiz-
ing and technical committees of many international conferences.

" For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/csdl.

2348 IEEE TRANSACTIONS ON CLOUD COMPUTING, VOL. 11, NO. 3, JULY-SEPTEMBER 2023

Authorized licensed use limited to: Tsinghua University. Downloaded on December 09,2023 at 18:39:36 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


