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LRVP: Lightweight Real-Time Verification
of Intradomain Forwarding Paths

Wenlong Chen , Xiaolin Wang , Xiaoliang Wang , Ke Xu , and Sushu Guo

Abstract—The correctness of user traffic forwarding paths is an
important goal of trusted transmission. Many network security
issues are related to it, i.e., denial-of-service attacks, route hijack-
ing, etc. The current path-aware network architecture can effec-
tively overcome this issue through path verification. At present,
the main problems of path verification are high communication
and high computation overhead. To this aim, this article proposes
a lightweight real-time verification mechanism of intradomain for-
warding paths in autonomous systems to achieve a path verification
architecture with no communication overhead and low computing
overhead. The problem situation is that a packet finally reaches
the destination, but its forwarding path is inconsistent with the
expected path. The expected path refers to the packet forwarding
path determined by the interior gateway protocols. If the actual
forwarding path is different from the expected one, it is regarded
as an incorrect forwarding path. This article focuses on the most
typical intradomain routing environment. A few routers are set
as the verification routers to block the traffic with incorrect for-
warding paths and raise alerts. Experiments prove that this article
effectively solves the problem of path verification and the problem
of high communication and computing overhead.

Index Terms—Autonomous systems, cyberspace, forward error
correction, security, routing.

I. INTRODUCTION

A S INTERNET users or Internet service providers only care
about whether packets or traffic is successfully transmitted

to the destinations, its specific transmission path receives less
attention. However, inconsistent forwarding paths make some
malicious Internet behaviors difficult to trace, such as distributed
denial of service [1] and Internet protocol (IP) source address
spoofing. Moreover, the attacker may change a certain part of
the traffic forwarding path to make it pass through the nodes or
links that are not supposed to be passed and implement malicious
behaviors in these places, such as illegal traffic monitoring and
modification. Fortunately, after more than ten years of network
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study, the path perception network architecture today can ef-
fectively solve many Internet security problems. By encrypting
the authentication information of packets, many mainstream
routing verification protocols [2]–[5] are used to strengthen
the network transmission path verification on the data plane,
which can effectively solve most network security problems. The
existing mainstream schemes are to add an additional protocol
header between the TCP header and the IP header, which will
increase the communication overhead . In addition, the existing
schemes need to rely on cryptographic techniques such as key
management and hashing to ensure data security, which will
increase the computation overhead of the router. This article
aims to implement a path verification architecture with no com-
munication overhead and low computational overhead, and to
improve the possibility of actual deployment. Although the size
of the PPV header [4] is constant, it is not validated in real
time, resulting in the bandwidth usage of flows that have already
had errors. Although unicast reverse path forwarding (uRPF) [7]
performs real-time detection of forwarding paths, it requires an
additional forward information database (FIB) lookup with the
source IP of the packet, which increases the processing load
of the forwarding engine. Moreover, uRPF does not support
network environments with asymmetric paths.

This article proposes a lightweight real-time verification
mechanism of intradomain forwarding paths (LRVPs) in au-
tonomous systems (ASes). The LRVP focuses on the most
typical intradomain routing environment: Link-state routing
protocols (LSRP). Internal gateway protocol (IGP) is usually
used for decision routing within an AS. Currently the two
standardized protocols are routing information protocol (RIP)
and open shortest path first (OSPF). OSPF is a link-state routing
protocols. It uses the Dijkstra algorithm to calculate the shortest
path tree and make routing decisions. The LRVP is based on
the OSPF protocol. The OSPF protocol running in an AS is not
changed, and the OSPF complexity is not increased. Each router
in an AS is assigned a different ID. IP packets entering the AS
carry the IDs of the corresponding router in the IP header to
identify the source router node of the packet. In the AS, the
forwarding path of each pair of source and destination nodes
is assumed to be deterministic. The LRVP selects some routers
in the network to act as verification routers (VRs), blocking
the traffic with incorrect forwarding paths and raising alerts.
The existing routing protocol does not require any modifica-
tion for the LRVP. The verification rules are integrated into
the existing FIB table. Only one FIB lookup (longest prefix
matching) is required to obtain the outgoing interface as well
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TABLE I
COMPARISON OF SOME RELEVANT PARAMETERS

1.The verification table (VIT) is only stored in VRs.
2.Negotiate information such as encryption keys before communication

TABLE II
SUMMARY OF NOTATION

as the next-hop of the packet and check the forwarding path at
the same time. A minimization deployment scheme of VRs is
designed accordingly to reduce the deployment cost and increase
the possibility of the actual deployment. The deployment scope
of the forwarding path verification is definable, which can be
deployed on one, several or all the paths on the forwarding path in
the network. Moreover, a simple VR deployment scheme based
on the minimum loopback topology (LT) is proposed. Table II
lists the main notations and their meanings in this article.

There are two types of routers in LRVP, namely VR and
non-VR. To improve the efficiency, the LRVP only needs to
deploy a few key crossover nodes instead of all nodes as VRs. VR
also participates in normal forwarding. The difference between
VR and non-VR is that VR adds a verification module, which
verifies packets before forwarding. In addition, the LRVP is
deployed in an AS that uses OSPF and has no special topological
requirement.

The LRVP is different from the existing schemes that require
information such as encryption keys to be negotiated before
communication begins. For some schemes, packets are marked
by intermediate routers and verified by the destination, which
leads to delayed blocking and wasted bandwidth (bandwidth oc-
cupied by the transmission of incorrect traffic). In the LRVP, VRs
directly verify the packets so that the wrong traffic is blocked
in real time and the bandwidth waste is avoided. In addition,
the verification process is different. While other schemes are
where the router verifies the proof carried in the packet header,
our scheme verifies the packet by querying the verification
table (VIT) stored in the router. For some of the differences,
please refer to Table I. Source initialization complexity refers to
the computation complexity of hashing (or encryption) when

Fig. 1. Two typical cases of wrong forwarding. Solid lines indicate expected
forwarding. Dotted lines indicate incorrect forwarding.

initializing packets at the source. Packet update complexity
refers to the computation complexity of intermediate router
updating, i.e., hashing or encrypting the information in the
header. The LRVP does not use cryptography algorithms or have
additional protocol headers, so they are not considered in this
article.

The advantages of the LRVP are as follows.
1) The LRVP is suitable for networks with asymmetric

round-trip paths.
2) The implementation cost of the LRVP is small. The ex-

isting routing protocol does not require modification. We
have designed a minimization deployment scheme of VRs
with the fusion storage of VITs and an existing forwarding
table, which reduces the deployment cost and increases the
possibility of the actual deployment.

3) The deployment scope of path verification is definable.
Regarding to achieving the desired effect (no communication

overhead and low computing overhead), this article has the
following limitations.

1) The LRVP is only be applied to the AS running OSPF, and
the number of edge routers in the AS is less than 256 (the
reasons will be explained in Section III).

2) The LRVP increases the storage overhead of the router.
In the extreme condition (full connection), VIT occupies
about 8 kB of storage space, which is acceptable.

3) The deployment and operation of VR inevitably incur
some additional overhead. Please refer to Section V for
detailed analysis.

In the experimental section, the LRVP is compared with PPV
[4] in terms of throughput and packet processing delay, etc. The
result shows that the LRVP increases the throughput by 10%,
and packet processing delay is reduced by half. Moreover, it
only requires a small VIT storage cost without bringing any
additional transmission load.
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The remainder of this article is organized as follows: Section II
analyzes the problem of path validation. Section III introduces
the design of the LRVP in detail. Section IV introduces the
deployment scheme of VR. Section V gives the experimental
performance and evaluation. Section VI covers the related previ-
ous work in the field of source authentication and path validation.
Finally, Section VII concludes this article.

II. PROBLEM

A. Problem Scenario

The forwarding path verification is implemented for packet
transmission in the AS. We only study the scenario where
a packet is finally transmitted to the destination. Packets are
usually discarded when there is no matching forwarding item,
or the routing loop causes the “Time To Live” (TTL) to be 0.
So, the scenario that the packet cannot reach the destination will
be directly perceived by the terminal users. To sum up, after the
LRVP is enabled, two situations may occur when packets are
incorrectly forwarded: one is that the loop is formed (the loop
causes the TTL to be exhausted and the packet is discarded), and
the other is that packets are discovered and blocked by VRs.

The path verification process needs to know which edge router
a packet comes from. Although the source IP in the packet is the
basis for analysis, the source IP or its corresponding IP prefix has
a large number, and the cost of information storage and analysis
is high. Considering the aforementioned issue, the idea that an
IP header carries the ID of the source router is proposed, which
simplifies the matching information and the processing logic.
As shown in Fig. 1, suppose that R1 has ten network segments.
If their IP prefixes are used as the verification information, ten
verification items need to be set for the packets with R1 as the
source router. In the LRVP, we uniformly identify the packets of
the ten subnets with the ID of R1 so that only one verification
item needs to be set.

In most of the existing path verification schemes, IP packet
size changes with its forwarding path length. To avoid fragmen-
tation or transmission failure caused by IP packets whose lengths
exceed the maximum transmission unit (MTU), a packet needs to
reserve enough space for the ever-lengthening IP header when
it is sent, which will lead to additional bandwidth overhead.
For example, data can be transmitted by only one packet. But
due to the length of the header, two packets have to be used to
transmit the data, which increases the communication overhead
(one more packet means one more extension IP header). It is
worth mentioning that PPV [4] solves this problem well, and
its header is not affected by path length. However, the existing
schemes still have additional communication overhead (i.e., the
extension headers). Therefore, this article attempts to design a
scheme that requires as few packet extension headers as possible.

B. Types of the Incorrect Forwarding Path

In an AS, the path of packet transmission is usually specific
(one or more paths). PPV [4] classifies wrong path types in
great detail and lists five of them. In this article, both source
and destination are routers, so the wrong path types can be

summarized into the following two types. As shown in Fig. 1,
for the packet p sent by r1 to r4, there are two possible error
conditions in the forwarding process.

1) New Nodes Are Added to the Path: As shown in Fig. 1(a),
r1 sends a packet p to r4, and the path is {r1, r2, r3, r4}. If
r2 forwards p to r5 by mistake and r2 is the next-hop of the
path from r5 to r4, a forwarding loop is formed between r2 and
r5. The scenario where p does not reach the destination is not
considered here. If the next-hop of the path from r5 to r4 is r3, p
is successfully sent to the destination. But the path of p is wrong,
which is a scenario that should be focused on.

2) Some Nodes Are Missing From the Path: p passes through
neither certain routers that it should have passed through, nor
some routers in the correct order. As shown in Fig. 1(b), r2
directly forwards p to r3, ignoring r5. Although p is successfully
sent to the destination, the path is wrong.

If r5 in Fig. 1(a) or r3 in Fig. 1(b) uses the LRVP to know
whether p is a packet that is not to be forwarded. Take a flow(s, d)
as an example. There is an expected correct forwarding path from
s to d on which VR is not required. While there may be other
paths (unexpected paths) from s to d, VRs are deployed on these
unexpected paths. Ensure that if the packet of flow(s, d) deviates
from the expected path, it will be captured by a VR. If the
verification object are flows of all the ODs (origin-destinations),
then each BP (Branch Path) of each OD requires a VR. If the
object are flows of an OD, one VR is required for each BP of that
OD. BP is defined in Section III.A. It seems to be a complicated
problem, but a solution is designed that is easy to implement,
which is introduced in Section III.

The reasons for the path error are as follows.
a) Source forgery: Assume that the forwarding paths

of packets p1 and p2 are p1:{s1, r1, r2, ..., d} and
p2:{s2, r1, r2, ..., d}, respectively. If p2 is forged p1, then
the path of p2 becomes p1(p2):{s2, r1, r2, ..., d}.

b) Intermediate router failure or malicious behav-
ior: Assume that p1 : {r1, ..., ri, ri+1, ..., rn}, ri
has malicious forwarding or failure, resulting in
p1:{r1, ..., ri, r′i+1, ..., rn}. This type of situation may be
caused by security issues such as route hijacking, router
failure, etc.

C. Disadvantages of Identifying Sources With IP

The source IP address in the IP header corresponds to the
source router. Moreover, using the source IP to represent the
packet source is a common packet processing scheme. However,
a VR performs forwarding verification based on the source IP,
which has the following disadvantages.

1) The terminal systems of the edge network are messy
and complex, and there are fake source IP addresses. So,
the source IP fails to provide a credible basis for path
verification.

2) If we pay attention to the source IP, the verification rules
include two dimensions of information (source and des-
tination IPs), resulting in a larger storage of verification
rules in VRs. It should be noted that the number of IP
prefixes in the external networks of an AS is huge.
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3) VRs need to obtain the correspondence between the
source IP and the source router, increasing the processing
complexity.

III. DETAILED DESIGN

A. Wrong Forwarding Branch Path

Definition 1: The correct forwarding path (CFP). For example,
CFP(s, d) is a legal path from s to d, which is an ordered node
set:{a1, a2, ..., an}. Among them, a1 = s, an = d.

Definition 2: The wrong forwarding branch path (BP). For a
CFP(s, d):{a1, a2, ..., an}, BP(s, d) is a path whose start node
and end node are both in CFP(s, d), which is expressed as an
ordered set of nodes {b1, b2, ..., bm} that satisfy (1). Loops do
not constitute BPs. And it should be emphasized that BP(s, d)
is not a path from s to d.⎧⎨

⎩
b1 = ai, bm = aj , i < j
{b1, ..., bm} �= {ai, ..., aj}
∀bx ∈ {b2, ..., bm−1}, bx /∈ {ai, ..., aj}

(1)

Node b1 in the aforementioned description is the origin of the
BP, and it is defined as a faulty router (FR). One CFP(s, d) may
have many BPs. Each BP has a corresponding FR, and some
BPs may share the same FR.

As shown in Fig. 1(a), the correct path from r1 to r4 is
expressed as CFP(r1, r4):{r1, r2, r3, r4}. There is a wrong
path {r1, r2, r5, r3, r4}. For CFP(r1, r4), there is a BP(r1, r4):
{r2, r5, r3} and r2 is the FR. Fig. 1(b) shows another scenario,
i.e., the correct path from r1 to r4 is expressed as CFP(r1,
r4):{r1, r2, r5, r3, r4}. There is a wrong path {r1, r2, r3, r4}.
For CFP(r1, r4), there is a BP(r1, r4): {r2, r3} and r2 is the FR.

Given a CFP(s, d), if there are two BPs: BPi(s, d):
{bi1, b

i
2, ..., b

i
k} and BPj(s, d):{b

j
1, b

j
2, ..., b

j
l }, they are regarded

as different BPs as long as the two paths are not exactly the same.
In fact, we can judge this based on the first two hops of the path.

Deduction 1: If bi1 = bj1 and bi2 = bj2, then BPi(s, d)=
BPj(s, d).

Proof: If there are two BPs for a CFP(s, d), they are expressed
as follows:

BP i(s, d):{bi1, CFP(bi2, d)},CFP(bi2, d) is unique.
BP j(s, d):{bj1, CFP(bj2, d)},CFP(bj2, d) is unique.
If bi2 = bj2, then CFP (bi2, d) = CFP(bj2, d), and if bi1 = bj1,

then BP i(s, d) = BPj(s, d).
This ends our proof.
One CFP(s, d) may have many BPs. Let the set of BPs of

CFP(s, d) be S_BP(s, d). The algorithm for calculating S_BP(s,
d) is designed as shown in Algorithm 1. ϕ is an ordered set of
nodes of BPs.

B. Verification Router (VR)

Definition 3: The VR: A VR is appointed by the management
server according to the requirements, for the aim of verifying
the path of the packets forwarded by itself. It blocks the packets
with a wrong path and sends them to the management server.
Obviously, the blocked packets should not pass through the VR.

1) Which node is selected as VR? In LRVP, not all the
nodes need to be deployed as VRs. Every BPk(s, d) of

Algorithm 1: Calculation of S_BP(s, d)

Require s, d;
Ensure S_BP(s, d);
1: calculate the CFP(s, d);
2: ϕ = {};
3: for each node in CFP(s, d) do
4: CFP(s, d)=CFP(s, d)− node;
5: for each node′ ∈ node.neighbor & node′ /∈

CFP(s, d) do
6: ϕ.first = node;
7: ϕ.add(node′);
8: while node′.nexthop /∈ ϕ do
9: if node′.nexthop ∈ CFP(s, d) then

10: ϕ.add(node′.nexthop);
11: S_BP(s, d).add(ϕ);
12: ϕ.clear;
13: BREAK;
14: else
15: ϕ.add(node′.nexthop);
16: node′ = node′.nexthop
17: end if
18: end while
19: ϕ.clear;
20: end for
21: end for

CFP(s, d) needs one VR. For BPk(s, d):{b1, b2, ..., bm},
b1 is the origin of BPk(s, d) and a VR is selected in
the set: {b2, b3, ..., bm} to verify flow (s, d). S_BRk(s,
d):{b2, ..., bm} is the set of candidate VRs for BPk(s, d).
The number of VRs are as few as possible. Suppose there
is a CFP(s, d) with n BPs, i.e., BP1(s, d), BP2(s, d),...,
BPn(s, d). For BPk(s, d), 1≤k≤n, a VR needs to be
deployed. One VR may exist in the S_BR of many BPs,
so the number of VRs may be less than n, and there is the
minimization goal of (2). For the selection method of the
VR, please refer to Section IV.

o.f. Minmum(|S_V R(s, d)|)
s.t.∀
(BPk(s, d), ∃ri, ri ∈ S_V R(s, d), ri ∈ S_BRk(s, d).

(2)
2) How is VR designed? The traditional forwarding engine

forwards packets based on the destination IP only. While in
the LRVP, the router analyzes the incoming interface of the
packet and the corresponding source router to determine
whether an error occurred on the previous forwarding
path. It integrates the path verification processing and the
existing FIB lookups by using IDs.
a) ID: Each router in an AS is assigned an ID, which

is stored in the type-of-service (ToS) field of the IP
header. Therefore, the LRVP supports up to 256 routers
in an AS, which is sufficient in a real network. The
packets entering the AS through a router are marked
with the router’s ID so that a VR can know the router
corresponding to the received IP packet. It should be
emphasized that a packet does not have to be marked
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Fig. 2. Example of the AS with LRVP. The CFP(r1, r4) is r1, r2, r6, r4, the BP1(r1, r4) is r2, r3, r4, and r3 is the VR for BP1.

as the ID of the source router, and any verifiable ID
can be used. For example, the packet from 3.0.0.0/8
in Fig. 2 can be marked as either 1 or 2 without being
misjudged. In addition, for an unmarked packet, the
router R determines whether to mark (R is the source
router) or drop (R is not the source router) according
to the interface on which the packet enters R.

b) FIB: The main fields of the existing FIB entries of
the router includes:“D_PFX, nextHop, Outif.” The
LRVP extends this structure:“D_PFX, nextHop, Outif,
VIT-index.” In addition, a VIT is added in the VR,
which includes several groups of VIT entries. If the
VR has x interfaces, then each group has x+ 1 entries,
describing the valid source ID for each interface. The
VIT in Fig. 2 includes four groups of entries. The
“VIT-index” field of FIB is used to point to the group
of the VIT.

Given CFP(s, d), v is deployed as a VR for a BP(s, d). Accord-
ing to the link state information of the network, v knows all the
legal source routers passing through v to d, and the set of IDs of
these routers is defined as S_ID. Obviously, s∈S_ID. Therefore,
when v receives the packet destined for d, it obtains its ID from
the IP header. If S_ID contains the ID and the incoming interface
of the packet is correct, the packet is successfully forwarded.
Otherwise, it means that the previous forwarding of the packet
is wrong. The bit-compressed structure is used to describe the
legal S_ID, ensuring that it takes up as little storage space as
possible. Each bit in S_ID represents a router. The bit width of
S_ID is determined according to the number of routers in an
actual AS network. For example, an AS with no more than 16
routers requires 2 bytes to store S_ID.

For the destination d of CFP(s, d), the LRVP inherits the
destination IP prefix in the existing forwarding entry and maps
it to the destination router. One router may correspond to
many IP prefixes. Therefore, a VR is deployed for many des-
tination IP prefixes for a BPi(s, d). As shown in Fig. 2, for
CFP(r1, r4):{r1, r2, r6, r4}, there is a BP1(r1, r4):{r2, r3, r4}.

r3 is selected as the VR for BP1, so r3 configures an S_ID for all
the IP prefixes belonging to r4, including 1.0.0.0/8 and 5.0.0.0/8.

3) How does a VR work? A VIT entry includes the incoming
interface of a packet and the legal source nodes: Inif
and S_ID. Only when these two fields are matched suc-
cessfully, the forwarding path of the packet is judged as
correct. As shown in Fig. 2, when r3 receives a packet with
“incoming interface = 0, destination IP = 6.0.0.1, ID =
4,” r3 lookups the FIB table based on the destination IP
6.0.0.1 and learns that VIT-index = 4. Then, according
to the incoming interface, the S_ID directly found in
VIT is “11000000.” However, “ID = 4” in the packet
is represented as “00010000,” which fails to match. So,
it is determined that the packet forwarding path is wrong
and r3 drops the packet and sends an alert message to
the management server. When r3 receives a packet with
“incoming interface= 0, destination IP= 6.0.0.1, ID= 2”
and “ID = 2” in the packet is represented as “01000000,”
it passes the verification. VIT is stored as an array. S_ID
is accessed directly based on the pointer and subscript (in-
coming interface), so the lookup table complexity is O(1).

C. Analysis of the VIT size

In the LRVP, a VIT has a small number of entries. If an AS
contains n routers, there are at most n groups of entries. The
number of entries in each group depends on the number of
interfaces of a VR. A router connects many user IP prefixes,
which correspond to the same VIT index in the FIB of the VR.
In Fig. 2, both “1.0.0.0/8” and “5.0.0.0/8” belong to r4, and their
VIT indexes in the FIB of r3 are all #3.

Let e denote the number of VIT items, let I denote the number
of VIT indexes, and let L denote the number of interfaces that a
VR connects to the other routers. Each VIT-index points to L+1
forwarding items and the VIT of a VR contains at most n VIT
indexes. The total number of VIT items is shown as follows:

e = I(L+ 1). (3)
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Fig. 3. Example of fault location.

A router with only one interface connected with other routers
does not need to be deployed as a VR, e.g., for r1 in Fig. 3,
the packet with r1 as the destination router can be checked by
r2. According to (3), the size of e depends on the parameters I
and L. Assuming I = n (I is the maximum), in the best case, a
VR contains two interfaces connected to the other routers, and
L = 2. While in the worst case, when a VR is connected to all
the routers, L = n. The value range of e is shown as

3n ≤ e ≤ n(n+ 1). (4)

According to (4), the storage space complexity of a VIT is
O(n) in the best case and O(n2) in the worst case. Since the
actual situation depends on the network topology, i.e., in most
real networks, routers connecting all or most of the others are
not common, for most VRs, L in (3) is small.

If the ToS field of the IP header is used to store ID, in an AS,
the maximum storage space occupied by a VIT entry for each
lookup is 256 × (256 + 1) ≈ 8K.

Moreover, for a VR, if the incoming interface and source
routers to several destination routers are all the same, they also
share a VIT index. As shown in Fig. 2, for the FIB of r3, the
VIT index of the destination IP prefixes to r1 and r2 (“3.0.0.0/8,”
“4.0.0.0/8”) are both #1. Therefore, in the actual network, I in (3)
is smaller than the theoretical maximum value n. In summary,
the actual cost of a VIT is far less than the theoretical maximum.
A specific experimental analysis on the value of e is given in
Section V.

In addition, since a VIT uses bit compression to store the
source router ID, it is better adapted to multipath transmission
such as equal-cost nultipath (ECMP) [8], which does not have
additional storage overhead.

D. Fault Location

Under the premise of minimizing the number of VRs, it is
difficult to accurately locate the router where the forwarding
errors occur, because one VR may check many CFPs. However,
we can still locate them in a range as small as possible. The
algorithm for locating FRs is shown in Algorithm 2, where v
is the VR, inif is the incoming interface for packet into v, and
v.inif is the incoming interface of v in the BP.

The fault location process is as follows.
1) A VR gets the incoming interface of a packet, the source

router ID from the IP header, and the destination router
ID according to the destination IP of the packet, which are
“iif, s, d,” respectively.

2) The VR determines CFP(s, d) according to s and d before
calculating S_BP(s, d) of CFP(s, d).

Algorithm 2: Calculation of S_FR;
Require s, d, v, inif;
Ensure S_FR;
1: S_FR={};
2: S_BP(s, d)← Algorithm1(s, d);
3: for each BP i(s, d) ∈ S_BP(s, d) do
4: if v ∈BPi(s, d) then
5: if (v.inif == inif) in BPi(s, d) then
6: S_FR .add( BPi(s, d).firstNode);
7: end if
8: end if
9: end for

Fig. 4. Example of MLT.

3) The VR finds all the BPi(s, d) that contains the VR, and
the iif ′ of the VR in BPi(s, d) is equal to the iif . The first
node b1 of BPi(s, d) is the possible faulty router.

As shown in Fig. 3, suppose that r7 is a VR and CFP (r1, r5)
= {r1, r2, r3, r4, r5}. According to the aforementioned process,
if r7 receives a packet (iif = 0; s = r1; d = r5), it calculates
all the BP (r1, r5): {r2, r6, r7, r4} and {r3, r6, r7, r4}, which
contain r7 and the incoming interface of r7 is 0. So, the set of
possible error nodes is: {r2, r3}. Similarly, if r7 receives a packet
(iif = 1; s = r1; d = r5), the set of possible FRs is: {r3}.

In addition, it is possible to improve the locating accuracy of
the faulty router by deploying more VRs. For example, in Fig. 3,
if r6 is also set to a VR, the FR can be accurately located.

IV. VR DEPLOYMENT SCHEME BASED ON LINK-STATE

ROUTING PROTOCOLS

A. Selection Method of VRs

This section describes the algorithm for selecting VRs in an
AS.

Definition 4: LT and Minimal LT (MLT). Let R be a set of
nodes {r1, r2, ..., rn}. Let S_N(ri) be the set of neighbors of
ri. R is an LT if (5) is established. Then, if ∀ S_R’⊆ S_R, S_R’
is not an LT, S_R is an MLT. It should be emphasized that LT or
MLT is a network topology and does not refer to the path.

ri+1 ∈ S_N(ri), rn ∈ S_N(r1), i ∈ {1, 2, ..., n− 1} (5)

Deduction 2: For an MLT, only two VRs are needed to verify
all the wrong paths.
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Proof: In an MLT as shown in Fig. 4, wi is the weight (cost)
of links, satisfying (6). Each link has equal weights in both
directions.

wi =

{
the weight of link (ri, ri+1), 1 ≤ i ≤ n− 1
the weight of link (ri, r1), i = n

(6)

In the MLT, r1 and rm are selected as two VRs, satisfying (7).
We assume that there is no ECMP in the network.

m−1∑
i=1

wi <
n∑

i=m

wi &

n∑
i=m+1

wi <

m∑
i=1

wi &

m−1∑
i=1

wi +

n∑
i=m+1

wi > wm (7)

Based on r1 and rm, the MLT is divided into two parts:
{r1, r2, ..., rm−1, rm} and {r1, rn, ..., rm+2, rm+1}. Then, the
two VRs can verify all the wrong forwarding paths in the MLT.

According to the positions of s and d in the MLT, CFP(s, d)
has the following four situations.

1) If s = rk, d = rl, k < l, rk, and rl ∈{r2, ..., rm−1}, then
we have

l∑
i=k−1

wi <
n∑

i=m

wi. (8)

Since all the wrong forwarding paths only form a loop, there
is no BP(s, d).

2) If s = rk, d = rl, k < l, rk, and rl ∈{rm+2, ..., rn−1, rn},
then

l∑
i=k−1

wi <
m∑
i=1

wi. (9)

The conclusion is the same as (1).
3) s∈{r1, rm, rm+1} or d ∈{r1, rm, rm+1}. If there is a

BP(s, d), it must go through one of the two VRs: r1 or rm.
4) s = rk, d = rl, k < l, rk ∈{r2, ..., rm−1}, and rl ∈ {rm+2

, ..., rn−1, rn}. Any BP(s, d) must pass through one of the VRs:
r1 or rm.

This ends our proof.
The calculation of the number of MLTs is equivalent to

the calculation of the minimum loop path. The algorithm for
calculating VR based on MLTs is designed as Algorithm 3,
where S is the set of MLTs, N is the set of the intersection
points of any two MLTs, and R is the VR set that meets the
conditions. The algorithm takes each node as the starting point
to calculate a set Rnode, where node is the common node of
any two MLTs. Finally, the VR set is the Rnode with the fewest
elements.

The VR selection algorithm needs to first traverse all of the
overlapping nodes, which are nodes that belong to two or more
MLTs, before traversing all the MLTs. The complexity is o(n2).

B. Appointment and Removal of VR

After being selected as VR, the router enables the verification
function and plays the VR role. If the VR role of the router is

Algorithm 3: Calculation of S_VR(s, d);

Require S_BP(s, d);
Ensure S_VR(s, d);
1: S ← calculate all MLT;
2: N ←MLTi ∪MLTj ;
3: R = {R1, ..., Rn};
4: node ∈ N ;m = 1
5: for node; node ∈ N ; node ++ do
6: Rm.add(node)
7: S ′ = S
8: while S ′ �= ∅ do
9: if node ∈ MLTx then

10: calculate node′, node′ ∈ MLTx; //node and node′

are VRs for MLTx

11: S ′.remove(MLTx);
12: Rm.add(node′);
13: node = node′;
14: end if
15: end while
16: m++;
17: end for
18: S_VR (s, d) = min{|R1|, ..., |Rn|};

revoked, the router disables the verification function. For VR
appointment and discharge, each AS sets up a VR server for the
appointment and removal of VRs. The VR server connects with
a router in the AS to obtain the network link state of the AS in
real time. When the link state changes, the VR server needs to
calculate the new VR set. If the VR set changes, it sends the
instruction of appointing or removing the VR to the router that
needs to change the role. When the VR server finds that a router
needs to become a VR, it first checks whether the router is a VR
or not. If not, it sends the appointed VR instruction and VIT to the
router. Once the link state changes, the VR server calculates the
new VIT and sends it to the corresponding VRs, which updates
their VITs. The VR life cycle is shown in Fig. 5. The advantage
of this strategy is that it will not increase the extra overhead of
the router, but the disadvantage is that it needs extra equipment,
and the security of the VR server needs extra attention.

C. VIT Renewal

When the link state changes, a VIT needs to be recalculated
and updated. Depending on the strategy in Section IV-B, VIT
update calculations are done using different devices. The main
steps are as follows.

1) The computing device uses the Floyd Algorithm to calcu-
late the shortest distance between any two nodes.

2) For each destination node d, the computing device tra-
verses all the source nodes s. If the VR is on the path
(s, d), then (3); otherwise (4).

3) The computing device traverses all the interfaces of the
VR. If the interface is consistent with Interface (VR-
1,VR), then the corresponding source node is set to 1,
where Interface (VR-1,VR) represents the interface
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Fig. 5. Life cycle of VR.

TABLE III
COMMUNICATION OVERHEAD OF HEADER

through which the message enters the VR from the previ-
ous hop.

4) If the VR is not on the path (s, d), the corresponding source
node is set to 0.

The VIT renewal needs to traverse the source and destination
nodes. The update complexity of the content pointed to by each
VIT-index is O(n2). In this article, the size will not exceed 256,
so the actual VIT generation and update time is small . The VIT
computing overhead is borne by the VIT server. The VIT is built
based on the OSPF routing table. The routing table itself will
also be updated with topology changes. VIT update and routing
table update are combined without additional update overhead.

V. EXPERIMENT

A. Communication Overhead

The LRVP does not add additional fields to the packet, which
is one of the “lightweight” aspects of this scheme. The ex-
isting schemes such as EPIC and PPV add protocol headers
to the packets, which consume a certain amount of network
bandwidth. We estimate the communication overhead with the
parameter Goodput Ratio (GR), where GR = p/(p+ header),
p is the payload (i.e., the size of the packet except for the
extension header) and header is the protocol extension header.
Let the path length be l (hops). Table III shows the relation-
ship between the header and l of some existing schemes. The
header’s length of the PPV scheme is fixed, LRVP has no
header, and the headers of the other schemes increase with the
increasing l.

We assume that the packet payload is 1000B, the headers of
the EPIC, ICING, and OPT schemes will increase with the paths.
Among them, EPIC can achieve 99.40% GR under the optimal
condition, and it still reaches 90.57% [EPIC (L2-L3)], 91.91%
[EPIC (L1)], and 95.41% [EPIC (L0)] when l = 16. Compared
with EPIC, the header’s overhead of ICING and OPT is larger
than EPIC. On the short paths, GR reaches 91%, but GR will
decrease significantly on the long paths. In the PPV scheme, only

two routers are marked each time, so its GR is always 93.98%.
While the path is short, the communication overhead of PPV
is larger than EPIC. But in a long-path transmission, PPV has
obvious advantages in terms of communication overhead. The
LRVP uses the idle field in the IP header, so the theoretical GR
is 100%. The additional communication cost of the LRVP is
minimal and it is not limited by the path length, so our scheme
is lightweight.

Fig. 6(a) and (b) shows the relationship between GR and
the paths for 1000B and 1400B payloads (excluding extended
headers), and LRVP and PPV have no relationship with l. The
GR of the other schemes will decrease to a certain extent while
the path gets longer. The scheme of dynamically increasing the
length of the header may lead to transmission failure or sharding.
For example, if the MTU is 15000B, when p reaches 1400B, as
shown in Fig. 6(b), EPIC(L2-L3), if the path length exceeds 14,
the sum of header and p exceeds the maximum load of a packet.
For ICING and OPT, one packet cannot be used to transmit p of
1400B with a path length greater than 2. Particularly, if the path
length is uncertain before transmission, enough header space
must be reserved, which has a potential bandwidth waste and
transmission risk.

B. Storage Costs

The storage cost here refers to the extra storage on the router,
not the header storage cost. This article requires an additional
VIT, which is the primary storage overhead. The number of
entries in VIT is calculated by (3), which depends on two
parameters I (the number of VIT indexes) and L (the number
of interfaces that a VR connects to the other routers). There
is a strong correlation between the two parameters and the
topological structure. I depends on the actual forwarding path.
In the experiments, we still let I get the maximum value, i.e.,
I = n, where n is the number of routers in the AS. L depends
on the number of interfaces of the VR. To quantify L, we
randomly select 143 topologies [9], which contain 2444 nodes.
After counting the number of neighbors (L) of each node and get
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Fig. 6. GR values under different payloads. (a) GR under different path lengths at 1000B payload level. (b) GR under different path lengths at 1400B payload
level.

Fig. 7. VIT storage overhead analysis. L is the number of interfaces that a VR connects to the other routers. (a) The CDF of L. (b) The average of L.

the cumulative distribution function figure, as shown in Fig. 7(a),
we can see that 95.04% of L is between 1% and 4. 4.96%
of L is greater than or equal to 5. Only 0.49% of L is more
than 10. In addition, to prove that L of each node is small, we
calculated the average value of L. As shown in Fig. 7(b), we
also calculated the average value of L for 134 topologies. In
most common topologies, the average value of L for each node
is mostly concentrated between 1.5 and 3, which is an acceptable
value. Suppose that an AS contains n nodes, the number of VIT
entries in most VRs are between n and 6n, and the maximum
value is 6 × 256 = 1536. The average number of VIT entries
of a VR is between n and 4n, and the maximum number is
4 × 256 = 1024.

C. VR Number

Not all routers need to be deployed as VRs. Whether a router
needs to be deployed as VRs depends on the topology. The
number of VRs is related to the number of MLTs described in
Section IV. We selected four typical topologies: ATMnet(13),
CERNET2(20), Darkstrand(21), and Abilene(28), with the num-
ber of topology nodes in parentheses. The number of VRs and the
total number of nodes in each topology are calculated, as shown
in Fig. 8. For most topologies, especially large ones, only about
a quarter of the routers in the topology need to be deployed as
VRs. This is also one of the “lightweight” embodiment of the
LRVP.

Fig. 8. Number of VRs. ATMnet, CERNET2, Darkstrand, and Abilene [9] are
four typical topologies.

D. Throughput Overhead

In this section, we compare the packet processing time of a
VR in the LRVP and a tag router in PPV. In LRVP, the VR
needs to query the VIT once, and the PPV’s tag router has to
calculate a HASH value. Compared with the existing schemes,
the computing cost of this scheme is mainly the query of the
VIT. The LRVP needs to verify the validity of the incoming
interface and the source ID during forwarding, which may
increase the processing overhead. However, the VIT designed in
this article greatly optimizes the lookup performance. Through
the previous experiments, it is verified that the maximum storage
cost of the VIT is medium. But the actual storage cost in the
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Fig. 9. Throughput overhead and computation overhead. (a) Throughput of PPV and LRVP under different payloads. (b) Packet processing time under different
path lengths.

topology is small. So, its computational cost consumed is far
less than that of encryption, hash, and other operations. The
throughput test is carried out on four real devices (P4 devices),
i.e., the path length is four, and the throughput of LRVP and
PPV is compared. As shown in Fig. 9(a), we tested throughput
under different payloads. The payload is described as an IP
packet. The maximum PPV payload is 1436B, because the
PPV requires an additional 64B PPV header. When the load
is greater than 1436B, the PPV cannot use a single packet for
transmission.

In addition, we use BMv2 to simulate the packet processing
time. The simulation environment is: i9 CPU, virtual machine
ubuntu 16.04, configured with four CPUs, and 4G memory. As
show in Fig. 9(b), we tested the time required for each packet
processing time under different path lengths. It can be seen that
the LRVP takes about half of the time to process a single package
as PPV.

E. Balancing VR and Verifiable Paths

Due to the close correlation between the number of VRs and
topology, the tradeoff between the number of VRs and effective
incorrect forwarding path detection can only be analyzed topo-
logically. The four topologies selected in Section V-C are used
for analysis. For each topology, an empty set of paths to verify
is set. A path is randomly selected from the topology and placed
into the set. Calculate the minimum number of VRs required
to validate all paths within this set. Each time a path is added,
the VR count is counted until all paths are added to the set.
Fig. 10 shows the cumulative status of the number of VRs of
four topologies. Experimental results show that the paths have
a very high overlap–many paths share the same VR. When the
proportion of paths to be verified is within 20%, the number of
VRs increases significantly. After more than 20%, the number
of VR basically reaches the maximum value.

F. Summary of Other Overhead

VR deployment increases capital expenditure and operating
expenditure. It is mainly reflected in the following aspects: Exist-
ing routers need minor modifications to support VR functions.
On the control plane, after the shortest path is calculated, the

information about the incoming interface is added to the route
entries. On the data plane, VR checks whether the incoming
interface of packets is valid. The ID of the packet is added in
edge routers. The VR server is used to complete the calculation
of the selected VR and update the VIT.

VI. RELATED WORK

A. Secure Traceroute

Unlike traditional traceroute solutions, Secure traceroute uses
encryption to protect the metadata involved in validating packet
paths [10], enabling the destination to retrieve a packet path and
verify its authenticity. Padmanabhan and Simon[11] propose
a probe-based scheme in which each router responds to the
mac-protected address for the next-hop so that the source can
reconstruct the path that the probe packet has traveled. Wong et
al. [12] remove the secret channel and the preestablished key
of [11], stores the key locally, and uses forwarding matching to
correspond to the source. But the scheme based on forwarding
matching cannot adapt to the granularity of all packages. AudIt
[13] uses service-level agreements (SLAs) instead of encryption
to rebuild paths based on aggregating statistics in the response
packets of a series of routers. RPVM [14] changes the statistical
distribution of the packet technology by dividing the transmis-
sion time into multiple time slots. Compared with the probe-
based scheme [13], [14], the efficiency is greatly improved.
However, due to the lack of encryption, the statistically based
scheme is vulnerable to attacks. SPP [15] maintains an encrypted
security history for routers to counter packet forgery.

B. Secure Source Routing

Secure source routing focuses on protecting the routing pro-
cess and prevents packet forgery and tampering by encrypt-
ing the path instructions carried by packets [16]. Intermedi-
ate routers do not embed proofs in packet tags. Platypus [16]
specifies the relay station that must be accessed. Avramopoulos
et al. [17] improve robustness by adding acceptance of confirma-
tion and fault notification. In addition, the authors in [19]–[22]
encrypt the path element and payload in the header considering
anonymity and other issues.
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Fig. 10. Cumulative status of the number of VRs of four topologies. Path ratio represents the proportion of paths with verification requirements. (a) ATMnet.
(b) CERNET2. (c) Darkstrand. (d) Abilence.

C. Path Validation

This requires that the encrypted states embedded in the packet
header execute the specified path and the router updates the
status to verify the path [23]. PFRI [24] is the first scheme that
integrates the aforementioned two schemes and validates the
path traversed by the package through introducing motivation,
accountability, Knobs, and Dials. ICING [25] strengthens the re-
quirements of path validation protocol design and selects two key
designs: aggregate message authentication code MACs and self-
certifying names. Due to more symmetric encryption calculation
and key generation, the calculation cost of ICING is high. OPT
[2], by sacrificing some intermediate routing security, reduces
computing overhead and communication overhead compared
with ICING to a certain extent. But the communication overhead
is still high. OSV [3], [26] improves the system efficiency by
introducing orthogonal sequences. PPV [4] is calculated by two
routers at the same time in a probabilistic manner to reduce
the computing and communication overhead. However, since
packets need to be collected within a certain period of time
to “piece together” the path, there are certain hidden dangers.
By designing a data plane protocol with an optional security
level at the three source terminals and using a small number of
efficient symmetric encryption operations, EPIC [5] reduces the
computing and communication overhead significantly. Atomos
[6] still uses the method of adding a proof to the header that is
validated by other routers. Asymmetric cryptography is used to

minimize the number of proofs required, and proofs of constant
size are designed, which reduces the time to process proofs.
Alibi Routing [27] is a novel scheme that can prove that packets
cannot travel through certain nodes.

VII. CONCLUSION

In this article, we design and evaluate an efficient path compli-
ance verification scheme, an LRVP based on the OSPF protocol
for ASes to reduce communication overhead. We assign an ID
to each router, and the source router marks the packet with its
own ID. The VR is added a VIT on the basis of the traditional
routing table. The VR records the interfaces of packets entering
the router and the marked IDs of the packets, and by querying
the VITs, achieves efficient and real-time verification path. The
storage overhead of a VIT is small (the table entry size is
about 8K) and the communication overhead is low. Compared
with the more advanced schemes at present, our scheme has
the following advantages: first, it does not introduce additional
extended headers, which greatly reduces the communication
overhead; and second, it does not use any encryption algorithm,
which reduces the packet processing time.

The LRVP needs to modify the forwarding engine of VRs, and
the VIT is added, which brings additional storage overhead. It is
only deployed for ASes. If the experiment is actually deployed
in real time, the challenges include maintaining a VR server
to manage VRs, and the VR server needs to calculate which
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routers to deploy VR functions. In addition, to further improve
the efficiency of path authentication, no encryption algorithm is
used, which sacrifices the security of the packet content.
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