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Abstract—Federated learning (FL) serves as an enabling
technology for intelligent edge computing, where high-quality
machine learning (ML) models are collaboratively trained over
large amounts of data generated by various Internet of Things
devices while preserving data privacy. To further provide data
confidentiality, computation auditability, and participant incen-
tives, the blockchain framework has been incorporated into FL.
However, it is an open question whether the model updates from
participants in blockchain-assisted FL can disclose properties of
the private data the participants are unintended to share. In
this article, we propose a novel property inference attack that
exploits the unintended property leakage in blockchain-assisted
FL for intelligent edge computing. More specifically, we present
an active attack to learn the property leakage from model updates
of participants and to identify a set of participants with a certain
property. We also design a dynamic participant selection strat-
egy tailored to the setting of large-scale FL, which accelerates
the selection process of target participants and improves attack
accuracy. We evaluate the proposed attack through extensive
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experiments with publicly available data sets. The experimen-
tal results demonstrate that the proposed attack is effective and
efficient in inferring various properties of training data, while
maintaining the high quality of the main tasks in FL.

Index Terms—Blockchain, edge computing, federated learning
(FL), Internet of Things (IoT), property inference.

I. INTRODUCTION

IN RECENT years, the rapid advancement of Internet of
Things (IoT) results in a huge amount of data gathered

from various IoT devices. The high-performance machine
learning (ML) models require large amounts of data to per-
form data classification and prediction of future events [1].
To address the limitations of data privacy and network band-
width, edge computing offloads computation resources and
data to IoT devices. Federated learning (FL) and blockchain
are emerging paradigms of distributed learning [2]–[4] that
stores and processes data locally, which has been extended
to the edge computing and used in various domains [5], [6].
With the advanced features such as anonymity and traceability,
blockchain has emerged as a promising technology to provide
distributed secure solutions in FL which provides a guaranteed
collaborative scheme among untrusted participants and servers
for efficient model training [4], [7]–[9].

Although the blockchain-assisted FL avoids the shar-
ing of participants’ data and guarantees the credibility and
integrity of data, the shared model updates still reveal private
information of participants’ training data sets. An impor-
tant question naturally arises: what can be disclosed about
the participants’ private data set from the model updates in
blockchain-assisted FL?

Existing studies have investigated various privacy violations
in the federated setting, such as membership inference attacks
and property inference attacks. In the membership inference
attack, an adversary can determine if an exact data record was
used to train the model [10]–[12]. In the property inference
attack, an attacker can infer properties of the training data that
is uncorrelated with the main task, e.g., inferring the hair color
or the race (as a property) of the images used to train a gender
classifier [10], [12], [13].

In this article, we focus on the inference of unintended prop-
erties of the participates’ training data, i.e., those properties
that hold for the training data of certain subsets of the partici-
pants, but are not the global properties of the training data as a
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whole. Different from prior work [12] that assumes an adver-
sarial participant, we explore the unintended property leakage
in FL with an adversarial server, as the server potentially has
a greater attack capability, e.g., having a global view of the
model updates of all participants, or even determining the par-
ticipants involved at each iteration of training. This inference
enables the server to extract valuable properties that partic-
ipants are not intended to share and are independent of the
features that characterize the main classifier.

In general, a practical property inference attack launched
by a central server in FL has two goals. First, high inference
accuracy is always desirable, which enables the adversary to
correctly excavate as many private properties of participants’
training data as possible. The second goal is to maintain the
high utility of participants’ training data to ensure the quality
of the classifier of the main task. An ideal property inference
attack should have a negligible impact on the main task.

Recently, the cryptography is widely used to protect the pri-
vacy of various data, such as graph [14] and text data [15].
In order to reduce the risk of information leakage from
model updates in FL, several secure aggregation schemes
and multiparty secure computing algorithms [16], [17] have
been proposed to protect participants’ local updates. Thus, we
assume that an active adversary only obtains the aggregated
model without knowing each participant’s plaintext model
updates. We also assume that the adversary has white-box
knowledge about the federated model. Instead of inferring the
properties of individual participants, the goal in our attack is
to infer a subset of participants with the target properties that
are of interest to the adversary, while maintaining the high
quality of the classifier trained as the main task. It is a serious
privacy risk for participants’ sensitive data, especially in the
field of healthcare and finance.

We design a participant selection strategy that can be
actively launched by the server, which iteratively selects the
participants whose training data is more likely with the tar-
get properties. Intuitively, the effectiveness and efficiency of
the selection strategy are contradictory. Thus, we design a
strategy with adjustable parameters, which enables the adver-
sary to select appropriate parameters to meet their inference
requirements.

We evaluate the effectiveness and efficiency of the proposed
attack on several public data sets (i.e., CelebA [18], LFW [19],
MNIST, and CASIA-WebFace [20]) with up to 1000 partic-
ipants. The results show that the attack accuracy is mostly
above 80%, even with 1000 participants. For example, when
the main task is the gender classifier trained on the CASIA
data set with 1000 participants, an adversary can infer 100
participants with “hair-color:black” with a considerable accu-
racy of 82.3%. Moreover, it almost preserves the same utility
of the gender classifier, where the prediction accuracy slightly
drops from 82.4% to 82.0% (LFW) and from 80.7% to 80.2%
(MNIST).

Our contributions are summarized as follows.
1) We train a metaclassifier to exploit the property leakage

in the training process of FL.
2) We design a selection strategy to iteratively infer a subset

of participants with target properties from all participants
in the large-scale FL.

3) We evaluate the proposed attacks on real-world data sets,
which demonstrates that our attacks can efficiently infer
the properties of participants’ private data.

The remainder of this article is organized as follows.
We introduce the related work and problem statement in
Sections II and III. Next, we present the property attacks in
Section IV. We describe the experimental data sets and eval-
uation results in Sections V and VI, respectively. Finally, we
conclude this article in Section VII.

II. RELATED WORK

FL provides a parallel scheme for participants to learn a
collaborative model and achieves edge intelligence by learn-
ing from distributed data. The collaborative idea has been
widely used in many fields [21], [22] and in the FL, it can
reduce the privacy risk of directly sharing data [23]. Recently,
blockchain is an emerging parallel that brings opportunities to
the traditional information-centric networks [15], [24], [25]
and has been widely used in FL for edge computing to
provide data confidentially, computation auditability, device
authentication for cross-domain industrial IoT and participant
incentives [4], [7], [26], [27].

However, the model sharing does disclose the unintended
leakage of the training data, which leads to various attacks
against neural networks in the black-box setting or white-box
setting. Here, we briefly summarize the inference attacks from
two aspects: 1) membership inference attacks and 2) property
inference attacks.

Membership Inference Attacks: Shokri et al. [28] proposed
a membership attack to infer whether the target data records
are the training data of the target model in a black-box setting.
Yeom et al. [29] analyzed the influence of overfitting on the
membership attacks. Long et al. [30] showed that the mem-
bership attacks were still effective even in the well-generalized
learning models, because of the complexity and memorabil-
ity of deep neural networks. Hayes et al. [31] presented the
membership attacks against generative models combining the
generative and discriminative models of generative adversarial
networks (GANs) [32].

In collaborative learning, Nasr et al. [11] designed a mem-
bership attack model during the training phase in a white-box
setting, including passive and active attackers based on the dif-
ferent adversary prior knowledge. Melis et al. [12] developed
passive and active membership inference attacks to extract the
unintended features from the model updates in the collabora-
tive learning.

Property Inference Attacks: Model inversion attacks [33]
were proposed to construct the inputs of a certain class.
Ateniese et al. [34] built a metaclassifier to infer unexpected
but useful statistical information of the training data set from
ML classifiers. Ganju et al. [35] proposed the property infer-
ence attacks on fully connected neural networks to infer the
global properties of the training data set and used the per-
mutation invariant representations to simply the structures of
networks.

In collaborative learning, the studies [10], [13] recon-
structed the representation of a class based on the observing
updates from participants using the GANs. Wang et al. [13]
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TABLE I
MAIN NOTATIONS USED IN THIS ARTICLE

proposed a novel GAN with a multitask discriminator to
recover participants’ specified private data from the server
side. Melis et al. [12] designed a mini-batch property attack
model to extract the unintended features in the FL [2] and
collaborative learning with synchronized gradient updates [3]
by active attacker and passive attacker.

In contrast, our property inference attacks could infer a set
of participants with target properties by a server who can only
obtain the aggregated global models, which achieves a more
generic attack and has a negligible impact on the FL tasks.

III. PROBLEM STATEMENT

In this section, we present the background, threat model,
and design goals of property inference attacks.

A. Background of Blockchain-Assisted Federated Learning

FL is an emerging paradigm of distributed learning with
multiple participants. Participant i with data set Di, at iteration1

t (t ∈ [0, T]), trains the local model wi
t that minimizes the local

loss function Li(wi
t). The loss function is defined as

Li
(
wi

t

) = 1

|Di|
∑

j∈Di

lj
(
wi

t

)
(1)

where lj(wi
t) is the loss function of participant i on data sam-

ple (xj, yj). Define the global data set as D = ⋃N
i=1 Di, the

objective of FL at iteration t is to train a global model wt to
minimize the global loss function L(wt) as shown in

L(wt) = 1

|N|
∑

i∈N

∑

j∈Di

Li
(
wi

t

)

|Di| (2)

where N is the number of participants and | · | denotes the
size of sets. The main notations used in this paper are listed
in Table I.

The distributed technologies, e.g., FL and blockchain, pro-
mote the development of edge computing. Edge computing
provides the specific application scenarios for the combi-
nation of FL and blockchain which is widely used for
enhancing security in areas such as, IoT [36] and vehicular

1The iteration is also called round in [2], [12], and [17].

Fig. 1. Typical scheme of blockchain-assisted FL for intelligent edge
computing.

networks [8]. The general process of the blockchain-assisted
FL architecture [8], [9] typically consists of three phases:
1) nodes selection; 2) local training; and 3) global aggregation,
as shown in Fig. 1.

1) Nodes Selection: At the beginning, the central server ini-
tializes the global model. Then, the central server selects
the node to participate the model training.

2) Local Training: The local training is implemented with
gradient descent. Upon receiving wt−1 in iteration t, each
participant i updates the local model wi

t on the local
data Di as illustrated in (1). Then, participant i sends
the updated model wi

t to the nearby edge server and
uploads it to the blockchain for further verification and
aggregation

wi
t = wt−1 − η∇Li(wt−1). (3)

3) Global Aggregation: The aggregator (e.g., a centralized
server) retrieves the updated models from the permis-
sioned blockchain and aggregates local models wi

t from
participating nodes to a global model wt

wt = 1

n

n∑

i=1

wi
t (4)

where n is the number of nodes in iteration t.

B. Threat Model

In this article, we assume the server is an adversary. In the
blockchain-assisted FL settings, the adversary is the edge server.
It is worth mentioning that in the FL commonly used, our attack
is still valid and the adversary is the central server in this setting.
We also assume that the adversary has a white-box access to
the structure of the federated model and federated algorithm.
The assumption is also commonly used in [11] and [37].

In this setting, an adversary is unnecessary to strictly follow
the procedures of the main task. Instead, he can take active
actions (e.g., dynamically selecting the participants involved
in each iteration) to improve the accuracy or efficiency of the
property inference attack. We assume that secure aggregation
schemes [17] are employed to protect the model updates of
individual participants. Thus, the adversary has only access to
the global model aggregated from the selected participants at
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Fig. 2. Overview of the property inference attack. A honest server performs steps 1–3. The active adversary only obtains the global model wt at the tth
iteration and conducts steps 1–6 to perform the attack.

each iteration. In our attack, the goal turns to infer a certain
number of participants that are most likely to have the desired
properties in their training data.

In addition, to perform the property inference attacks, the
adversary needs an auxiliary data set that has a similar dis-
tribution with the participants’ private data. That is because
the data sets with similar distribution have similar gradients of
deep neural networks [11], [28], [35]. The auxiliary data record
is correctly labeled with the property an adversary wants to
infer, as well as the label of the main task.

If the adversary does not have access to similar training
data set (e.g., without publicly available data sets), he can
compromise one of the participants to obtain the auxiliary data
set, as evidenced in FL with large-scale participants [38].

C. Design Goals

An ideal property inference attack should allow an adversary
to extract the unintended property leakage of participants’ pri-
vate data from the model updates, while preserving the quality
of the main task classifier. Therefore, the design goals can be
described in the following aspects.

1) High Accuracy: For an active adversary, the goal is to
infer a certain number of participants with the target
property. The attack accuracy represents the ratio of cor-
rect inferences, i.e., the percentage of participants with
the target property in the inferred participants.

2) High Efficiency: In the property inference attack, the
attack efficiency is the required iterations of this attack
during the FL process. We choose the iterations of fed-
erated training rather than running time of the attack for
two reasons. First, the iterations represent the commu-
nications between adversary and participants, the fewer
communications, the more effective of attack. Another
reason is that the time cost of each iteration depends on
the performance of different machines.

3) Low Overhead: In the active attack scenario, the adver-
sary actively selects certain participants in the training
process of FL, which can have an impact on the accuracy
of the main tasks. Thus, we use overhead to evaluate the
impact of the proposed attacks on the main tasks of FL.

IV. PROPERTY INFERENCE ATTACKS

In this section, we describe the attack model used to extract
the property leakage of private data sets of participants from
model updates.

A. Property Inference Attack Model

We present a high-level overview of the property inference
attacks in Fig. 2. As mentioned above, for the adversary, he
takes steps 1–4 to train the attack model on the auxiliary data
set. Then, he feeds the global updates wt to the attack model
and uses the selection strategy (step 6) to select participants
with the target property based on the outputs of the attack
model.

Define P as the target property the adversary aims to infer,
and H as a metaclassifier to determine whether the target
participant’s private data has the property P or not.

Following research [11], [35], to train H, the adversary
has an auxiliary data set denoted by Da, which has similar
distribution with the training data for the federated model.
Da = {DP

a , DP
a }, where DP

a and DP
a are the auxiliary data sets

with and without the property P , respectively. The property
inference attack mainly consists of three phases: 1) training
data generation; 2) attack model training; and 3) property
inference, as illustrated in Algorithm 1.

Generating Training Data Set of Attack Models: To train
the attack model H, an adversary first generates the training
data set of H. H is used to learn the differences of gradients
of model updated on the private data sets with and without P .
Therefore, the server mimics the behavior of the target model
and divides the auxiliary data set into N pieces. Then, at each
iteration t, the adversary trains the federated model wt on N
auxiliary data sets and obtains gradients on auxiliary data sets

DPi
a (i ∈ [1, x]) and D

P j
a (j ∈ [1, y]) after obtaining the global

model wt−1, just like the participants in the FL. x is the number
of divided pieces with the property P and y is the number
of divided pieces without P , where DP

a =
∑x

i=1 DPi
a , DP̄

a =∑y
j=1 D

P̄j
a . The update rule is defined in

gPa = ∇L
(

DPi
a , wt−1

)
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Algorithm 1 Inference Attack Model

Input: auxiliary dataset Da = {DP
a , DP

a }, model wt
Output: Attack model H

1: Server executes: Initialize global model w0, T;
2: for t = 0 to T do
3: /* Generating training datasets of H */
4: DP

c = φ, DP
c = φ

5: for k = 1 to K do

6: for each DPi
a (i ∈ [1, x]), D

P j
a (j ∈ [1, y])

7: gPa = ∇L(DPi
a , wt−1), gPa = ∇L(D

P j
a , wt−1) do

8: DP
c ← DP

c ∪ (gPa ,P), DP
c ← DP

c ∪ (gPa ,P)
9: end for

10: end for
11: Train attack model H, given DP

c , DP
c

12: St = Select(n) /* Participant selection strategy */
13: for each i ∈ St do
14: wi

t = ClientUpdate(wt−1)
15: end for
16: wt =∑n

k=1
1
n wk

t
17: /* Prediction phase of attack model */
18: end for

gPa = ∇L

(
D
P j
a , wt−1

)
(5)

where L(D, w) is described in (1).
To simplify the input features and attack model, we extract

only the parameters of the last fully connected layer. The rea-
son is that the last layer of the neural network leaks more
information about the training data set [11]. Hereafter, g
represents the gradients of the last layer.

Training Phase of the Attack Model: The adversary builds
the training data of the attack model H by labeling the
gradients gPa and gPa as P and P , respectively.

Prediction Phase of the Attack Model: The adversary aggre-
gates the global updates and uses it as the input feature of H.
Then, the attack model H outputs a score in [0, 1]: the closer
the score is to 1, the more likely the updates have property P ,
and vice versa. After that, the adversary leverages the partic-
ipant selection strategy to iteratively select participants with
the property P based on the predictions of H.

B. Naive Selection Strategy

To select a set of participants with the target property,
we first consider a naive selection strategy (NSS). At each
iteration of FL, the server randomly selects n participants
involved in model training. If we aim to infer K participants
with the target property, an NSS is to select K(K = n) partic-
ipants at each iteration, and infer the set of participants with
the largest probability of having the target property.

The NSS can be described as follows.
1) Partitioning Participants: The adversary divides N par-

ticipants into multiple sets, each of which contains K
participants. Thus, the number of selected participants n
at each iteration equals K.

2) Screening Out Participants: At each iteration, the server
selects a set of K participants and predicts the proba-
bility that the global update of the selected participants
has a certain property. After selecting all participant sets,

Algorithm 2 DSS
Input: Attack model H and global model wt
Output: The set of participants SP , |SP | = K

1: Initialize N0 = N, SP = ∅
2: for r = 0 to R do
3: Divide Nr participants into c sets, Sr = {S1

r , S2
r , . . . , Sc

r}
4: for each Si

r ∈ Sr do

5: wt =∑|Si
r|

k=1
1
|Si

r
wk

t , g(Si
r)) = wt − wt−1

6: Pre(Si
r)← (H, g(Si

r))
7: end for
8: Filter out the b sets Sx

r with smallest prediction, x ∈ [1, c]
9: Nr = Nr − b× �Nr/c	, Sr = Sr − {Sx1

r , Sx2
r , . . . , Sxb

r }
10: end for
11: SP = Sr

the adversary obtains the corresponding predictions of
H. Then, he screens out the last one sets of partici-
pants (b≥ 1) based on the rank of predictions, as the
prediction represents the probability that the set of par-
ticipants has the property. Thus, the adversary selects the
participants may have the property P . Repeat the above
steps until only one set of participants is left.

There are two main problems in NSS. First, the accuracy of
H will drop as the number of target participants K increases.
This is because local updates are averaged, making it more dif-
ficult to extract information from the updates. Second, given
the number of participants N, the required iterations of this
attack are only affected by the number of target participants
K. For instance, if N = 100 and K = 10, the number of partici-
pant sets is �N/K	 = 10, and the adversary needs ten iterations
to traverse all participant sets. This limits the flexibility in
participant selection and thus reduces the attack efficiency.

C. Dynamic Selection Strategy

To select a given number of participants more efficiently,
while achieving high accuracy of the attack model, we pro-
pose a dynamic selection strategy (DSS) to adaptively select
participants at each iteration.

The basic idea of DSS is illustrated in Fig. 3. We use two
parameters c and b to dynamically change the number of
selected participants and the number of screened participant
sets. At each iteration, the number of selected participants is
set as n = �N/c	, where c represents the proportion of the
selected participants among all participants. Also, the number
of screened participants equal b × n, where n is the size of
the selected participants set and b is the number of screened
participant sets.

Algorithm 2 exhibits the process of DSS. We first divide the
participants into c sets randomly, and iteratively screen out b
sets of participants with the minimum probability of owning
the property P , until the required number of participants are
left. However, it is important to note that these c sets do not
overlap. R is the round of selection strategy, and we initialize
N1 = N and M1 = M, where M denotes the number of par-
ticipants with property P . At each round r (r ∈ [1, R]), we
perform the selection strategy as shown in Fig. 3.
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Fig. 3. DSS used in the active attack scenario.

1) Partitioning Participants: We divide the Nr candidate
participants into c sets, each participant set contains
�Nr/c	 participants and the number of selected partici-
pants n = �Nr/c	.

2) Screening Out participants: At each iteration, the server
selects a set of participants Si

r (i ∈ [1, c]) and predicts
the probability that the global update from Si

r has the
property P using the metaclassifier H. After c iteration,
we obtain the corresponding predictions of H. Then,
we screen out the last b sets of participants Sj

r (j ≤ c)
based on the rank of predictions, since the predictions
represent the probability that the set of participants has
the property P . Thus, we screen out the participants
most likely without the property.

After steps 1) and 2), the number of candidate participants
is Nr+1 = Nr−b×�Nr/c	, and remaining participants with the
property P satisfies Definition 1. Repeat the above steps until
the number of candidate participants satisfies NR ≈ K, where
K is the number of participants with the property P we aim
to infer. It should be noted that some participants who are
not selected in this iteration (less than �Nr/c	) will not be
screened out.

Definition 1 (Candidate Participants): Given the number of
candidate participants N, the number of participants M with
the property P , the number of selected participants n at each
iteration of FL, the number of sets of participants c, a screen
parameter b, the remaining candidate participants Nr, and the
remaining participants with the property P, Mr following the
rules:

Nr = N

(
1− b

c

)r

(6)

Mr = M −
r∑

j=1

b∑

i=1

xi
j (7)

where xj = ∑
xi

j (i ∈ [1, b]) is the number of screened
participants with property P at the jth round of DSS.

D. Effectiveness Analysis of DSS

In this section, we formalize the effectiveness and efficiency
of the above selection strategy and analyze the impact of the
number of participants sets c and screened participant sets b.

We use S to represent the above selection strategy, A and
B represent the accuracy and efficiency of this attack. Attack
accuracy A is the proportion of participants with the property
P among the inferred participants.

We use the required iterations of this attack to formalize its
efficiency, because the time cost of each iteration in the FL
depends on the performance of machines.

The selected participants with the property P at each round
subject to the hypergeometric distribution defined as follows.

Definition 2 (Hypergeometric Distribution): Given the
above variables N, M, and n. The probability of the number
of participants X with property P in n selected participants
satisfies the hypergeometric distribution X ∼ H(N, M, n). It
follows the rule, and the mathematical expectation of X is
E(x) = (nM/N):

P(X = x) = Cx
MCn−x

N−M

Cn
N

. (8)

Given the above selection strategy S, the impacts of c and
b on attack accuracy are defined as follows.

Definition 3 (Selection Strategy): Given a hypergeometric
distribution X ∼ H(N, M, n), the parameters of b and c, the
target number of participants K with the property P . We define
the selection S to maximize the accuracy of our objective by
solving the following problems:

arg min
c,b

R∑

r=1

b∑

i=1

P
(
X = xi

r

)
, X ∼ H(Nr, Mr, nr). (9)

The efficiency of our attack is iterations in Algorithm 1, and
is calculated as follows.

Definition 4 (Iterations Required): Given the selection
strategy S, the parameters of c, b, the round required R of
the selection strategy, the iterations required is r× c, thus, the
efficiency objective aim to solving the following problem:

arg min
c,b

(

c× log

(
1− b

c

) K
N
)

. (10)

From (9) and (10), we can see that the effectiveness and
efficiency of DSS are related to the parameters b and c. The
larger the number of participant sets c, the higher the accuracy
of the attack and the more iterations needed. The smaller the
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screen value b, the higher the accuracy of the attack and the
more iterations needed.

We demonstrate the efficiency and effectiveness of DSS in
Section VI.

V. DATA SETS AND MODEL ARCHITECTURES

In this section, we describe the data sets and the architecture
of the target models and the inference attack models.

A. Data Sets

Labeled Faces in the Wild (LFW): It is a standard data set
designed for face recognition, and contains 13 233 face images
of 5749 individuals. Each image has multiple labels, such as
race, age, gender, hair color, and eyewear. As shown in Table
II, for LFW1, the main task is the gender classifier and the
target property is “race:black”; for LFW2, the main task is the
race classifier and the target property is male. Each participant
in FL has 32 images (i.e., the batch size).

CelebFaces Attributes (CelebA): It contains 202 599 face
images for 10 177 celebrities. Each image labels 40 binary
attribute annotations, such as race, smile, age, and gender. The
main tasks of FL on CelebA are gender and smile classifiers,
and the target properties are race, smile, and black hair, which
are denoted by CelebA1, CelebA2, CelebA3, and CelebA4,
respectively. Each participant in FL has 64 images, composing
a total of 128 000 images.

CASIA-WebFace: It contains more than 400 000 face images
of 10 575 individuals. For CASIA1, the main task is gender
classifier and the target property is the black race; and for
CASIA2, the main task is race classifier and the target property
is male. Each participant in FL has 64 images.

MNIST: It contains 70 000 handwritten digits. We select a
subset of the original data set, named MNIST1. The main task
is to recognize the digit shown in the image, and we want
to infer whether the target model was trained using noisy
images [35]. We create the noisy images by adding a ran-
dom brightness jitter to each image as suggested in [35]. Each
participant in FL has 32 images.

We divide the data sets randomly into two parts for adver-
sary and participants, as shown in Table III. It should be noted
that there is no overlapping between the auxiliary data set of
the adversary and the training data sets of participants. The
data set sizes for all participants are the same on the same
data set. Half of the participants have the training data sets
with property P , and another half of the participants have the
training data sets without property P . Note that each partici-
pant’s private data only has pure properties, e.g., either black
hair or nonblack hair.

B. Model Architecture Description

Target Models: For the face classification task, we use a
three-layer CNN classifier with 32, 64, and 128 filters at each
layer, a kernel size of (3, 3), followed by two fully connected
layers of size 256 and 2. We use the FaceNet [39] to align
all face images to 160 × 160 pixels. On MNIST, we use a
two-layer CNN classifier with 32, 64 filters, followed by two
fully connected layers of size 128 and 10. We use the ReLU

TABLE II
DATA SETS AND TASKS IN OUR EXPERIMENTS. WE USE THE PEARSON’S

COEFFICIENT TO SHOW THE RELEVANCE OF THE TARGET PROPERTIES TO

THE MAIN TASK LABELS

TABLE III
SIZES OF DATA SETS USED IN MAIN TASKS AND INFERENCE TASKS

as the activation function and SGD learning algorithm for all
models. The learning rate is 0.00001. The batch sizes are 32
on LFW and MNIST and 64 on the rest data sets.

Attack Model: We flatten the input features into a 1-D vector
and use a CNN with 100 kernels of size (1, 100) to extract
the input features. The max-pooling size is (1, 2). Two fully
connected layers are of size 128 and 64. We use the ReLU as
the activation function and Adam optimizer for all inference
attack models. The learning rate is 0.001 and the output of
attack models is a softmax layer.

VI. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed
attacks.

A. Evaluation of Property Inference Attack

Recall that the goal of the adversary is to infer a certain
number of participants with the target properties. We set the
number of target participants K = (N/10), unless otherwise
noted. Table II shows an overview of our experiments. We use
the Pearson’s coefficient to show the relevance of the target
properties to the main task labels. The Pearson’s coefficients
are missing in CASIA and MNIST data sets, because there
are no data labels in CASIA and MNIST, only the images.

Attack Accuracy: To evaluate the accuracy of the active
attack, in each experiment in Table II, we randomly initialize
model parameters to repeat the inference attack 100 times and
obtain the averaged attack accuracy. We also vary the partici-
pant number N from 100 to 1000 to evaluate its performance
with different participant populations.
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TABLE IV
ACCURACY AND ITERATION REQUIRED FOR ACTIVE PROPERTY INFERENCE ATTACKS (K = [N/10])

TABLE V
COMPARISON OF ATTACK ACCURACY AND EFFICIENCY BETWEEN DSS

AND NSS (N = 100 AND b = 2)

Table IV shows the accuracy with different data sets. The
attack accuracy decreases as the number of participants N
increases, but remains above 70% even with 1000 participants.

To verify the effectiveness of the active selection strategy,
we compare DSS with NSS. Table V shows the accuracy of
the active attacks using NSS or DSS with c = 7 and b =
2. The number of participants N equals 100 in all experiments.
The results show that DSS helps increase the attack accuracy
while significantly reducing the iterations required.

Attack Efficiency: We use the required iterations during the
inference attack to evaluate the effectiveness of active attacks,
as illustrated in (10). Table IV shows the required iterations
in different data sets with varying participant numbers.

Attack Overhead: The only difference of the active attack
from the passive attack lies in that the adversary can actively
select participants invovled in the training of main tasks.
Table VI shows the impact of the active attack on the accuracy
of the main tasks with different data sets. We can see that the
accuracy of the main tasks only slightly drops when the active
attacks are launched.

Impact of Target Participants on Inference Attack: Table VII
shows attack accuracy for a different number of target partici-
pants. As expected, an increasing number of target participants
decreases the accuracy of the property inference attack. It
should be noted that in all experiments, a half of the par-
ticipants have the target property P , which means that (N/2)

is the upper bound of K.
Impact of Training Iteration on Inference Attack: Fig. 4

shows the attack accuracy performed in different iterations of
main tasks. As expected, the training iteration has a marginal

TABLE VI
ACCURACY OF THE MAIN TASKS WITH OR WITHOUT ATTACKS FOR 240

ITERATIONS (N = 100 AND b = 2)

Fig. 4. Accuracy of inference attack in various iterations on LFW1 (N = 100
and K = 10).

impact on the attack accuracy, and increasing the training iter-
ations weakens the accuracy of the property inference attack.
When the models of main tasks have been fitted, the update
gradients of the main task models will be less obvious. From
the above, the more training iterations, the higher the accuracy
of the main task models, and the less significant the update
gradients.

Impact of Distributions of Participants’ Data Sets on
Inference Attack: We evaluate the attack accuracy for various
distributions of the participant’s private data in Table VIII. If
the size of the participant’s data with property P is larger
than those with P̄ , we label the model updates as P and vice
versa. As expected, the closer the size of data with P and P̄ ,
the worse our attack performance.
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(a) (b) (c)

Fig. 5. Attack accuracy and efficiency with varying N and c (K = (N/10), M = (N/2), and b = 2). (a) Accuracy in CelebA1. (b) Accuracy in CASIA2.
(c) Efficiency in CelebA1 and CASIA2.

(a) (b) (c)

Fig. 6. Attack accuracy and efficiency with varying b (c = 14). (a) Accuracy with N = 1000. (b) Accuracy in CASIA1. (c) Efficiency in CASIA1.

TABLE VII
ATTACK ACCURACY AT INFERRING VARIOUS SIZE OF TARGET

PARTICIPANTS IN CASIA1 (c = 9 AND b = 1)

B. Impact of Selection Strategy on Inference Attack

To select the suitable parameters of DSS, we analyze the
experimental results with varying the size of selected partic-
ipants c, the number of screened participant sets b, and the
number of participants N.

Impact of the Number of Participants N: Fig. 5(a) and (b)
demonstrates the impact of the number of participants N on
CASIA-WebFace and CelebA data sets. From Fig. 5, the attack
accuracy of N = 200 is obviously higher than the accuracy
of N = 1000 with the same parameters c and b. As expected,
the larger N is, the more iterations are required, the lower
efficiency and accuracy the attack will get.

Impact of the Size of Selected Participants c: Fig. 5 shows
the accuracy and efficiency of this attack on CelebA and
CASIA data sets with different c. We set the beginning value
of c as 4 rather than 1. The reason behind this is twofold. The

TABLE VIII
ATTACK ACCURACY FOR VARIOUS DISTRIBUTIONS OF PARTICIPANT’S

PRIVATE DATA. THE SIZE OF PARTICIPANT’S DATA IS 64. THE RATIO OF

THE DATA WITH P TO THE DATA WITH P̄ ARE 7/1, 4/1, 3/1, AND 2/1
(N = 100, c = 7, AND b = 3)

first one is that c represents the proportion of selected par-
ticipants among all participants which means it has a lower
bound. The second reason is that when c is smaller, the num-
ber of selected participants n = �N/c	 would be larger, and
the accuracy of the attack model H would be lower. When c
increases, the number of iterations increases, and the efficiency
of this attack would decrease as well.

Impact of Screened Participant Sets b: As shown in Fig. 6(a)
and (b), the attack accuracy is negatively correlated with b.
The attack efficiency is positively correlated with b. When the
value of b increases, the required iterations decrease and the
efficiency of this attack would increase [see Fig. 6(c)].

From these experiments in several real-world data sets, we
verify the impact of parameters N, c, and b on the effectiveness
and efficiency of the attacks and the selection strategy we
proposed.
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C. Limitations of Attacks

Attack Model: The attack model we proposed is used to
predict whether a model update has a certain property. The
adversary generates metatraining data to train the attack model
based on the global model and auxiliary data set. When the
number of required iterations is large, the time cost of training
the attack model is high.

Number of Selected Participant: The output of the attack
model is the probability that the model update has a target
property. When the number of selected participants increases,
the accuracy of the attack model will decrease. In order
to ensure the accuracy of the attack model and iteratively
inferring the participants with target property, the number of
selected participants is limited.

VII. CONCLUSION

In this article, we proposed a novel attack to exploit
the unintended properties leakage from model updates in
blockchain-assisted FL for intelligent edge computing. This
attack is practicable and enables a server to infer a set of
participants with target properties, which is a risk to the sen-
sitive data of IoT devices. We evaluated the proposed attacks
on real-world data sets and demonstrated that the proposed
attacks are effective and efficient in inferring various proper-
ties of training data while having a negligible impact on the
main tasks of FL. Our attacks suggest that there are a num-
ber of privacy risks even if the local updates of participants
are encrypted and servers observe only the aggregated global
updates. In future work, we will improve the attack efficiency
and explore better defenses to protect sensitive information of
participants in the training process of blockchain-assisted FL.
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