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This paper presents the definition of multi-dimensional scalability of the Internet 
architecture, and puts forward a mathematical method to evaluate Internet scal-
ability based on a variety of constraints. Then, the method is employed to study the 
Internet scalability problem in performance, scale and service scalability. Based on 
the examples, theoretical analysis and experimental simulation are conducted to 
address the scalability issue. The results show that the proposed definition and 
evaluation method of multi-dimensional Internet scalability can effectively evaluate 
the scalability of the Internet in every aspect, thus providing rational suggestions 
and methods for evaluation of the next generation Internet architecture. 
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1  Introduction 

The Internet has already become one of the most important infrastructures supporting economic 
development, social progress, and technological innovation of modern society. With the growing 
popularity of the Internet as well as the continuous emergence of heterogeneous environments, 
pervasive computing, ubiquitous networking, mobile access and mass-media, etc., people’s de-
mands on scale, function, performance and so on are growing fast. In order to meet these de-
mands, researchers have begun to pay attention to an important issue of Internet: how to design a 
new Internet architecture to better adapt to the development demand of future Internet? In par-
ticular, how to create metrics, such as functions, performance, cost and other aspects to provide 
good scalability to these continuously changing factors? One of the most central problems is the 
multi-dimensional scalability of Internet architecture, and the issue of how to analyze and evalu-
ate the Internet scalability is still open. 

In order to investigate and analyze the Internet architecture scalability, above all, we need to 
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understand the concept of scalability. Neuman[1] gave the definition of system scalability as fol-
lows: scalability means the increase of users, and system resources will not lead to obvious de-
cline in system performance or increase in management complexity. When the system refers to 
network architecture, the architecture of a specific network that provides good scalability also 
means that the increase of network scale (mainly an increase in the number of nodes and their 
links) will not lead to the obvious decline of system performance. 

There are mainly two evaluation methods in network scalability research. One is theoretical 
analysis, and the other is experimental simulation. The latter is comparatively simple and with it 
one can easily get experimental results, but this method is hard to be improved according to the 
experimental result or to be used to find the intrinsic problems. With a method other than the 
simulation method, we can find the essential features of the system through theoretical analysis 
and thus improve and optimize the design of architecture. However, due to the features of net-
works, such as diversity, complexity and stability, theoretical analysis is much more difficult to be 
carried out. In addition, different systems generally have different analytical methods. There is no 
general approach applicable to all theoretical models or analytical methods. 

To solve the above problem, this paper addresses the scalability issues of Internet architecture 
and brings forth the definition of scalability as well as the mathematic model and analytical 
method. We present the definitions of single-constraint one-dimensional scalability, single-objec- 
tive multi-dimensional scalability, and multi-objective multi-dimensional scalability. Aiming at 
different features of constraint conditions, different mathematic descriptions and analyses are 
given. Based on the real architecture, analyses and experimental simulations are presented. The 
mathematic model and analytical method proposed in this paper provide an analytical and com-
parative approach for different network architectures, thus laying a theoretical foundation for the 
scalability of Internet architecture. 

The remainder of this paper is as follows: Section 2 summarizes the analysis and relevant re-
searches on network scalability. Section 3 puts forward the relevant definitions and classifications 
of network scalability. Section 4 introduces a mathematic description of Internet scalability. Sec-
tion 5 analyzes and evaluates the research on three aspects of Internet architecture, namely per-
formance scalability, scale scalability, service scalability, and illustrates the researching signifi-
cance of evaluation method of Internet multi-dimensional scalability for evaluating the Internet 
scalability through examples. Finally, conclusions and future work are drawn in section 6. 

2  Related work 

Currently, the simulation analysis and theoretical study of the network scalability focus on the 
scalability of overlay networks and ad hoc networks. In addition, many researchers analyzed and 
evaluated the network service system in the cost and price aspects. 

2.1  Scalability evaluation of overlay network 

Through the research and analysis of overlay network architecture, researchers consider that 
network scalability can be enhanced by revising network topology[2―6]. This conclusion shows 
that network topology is an important factor that can impact the network scalability. However, 
these studies are not conducted through quantified analysis, and a systemic investigation of the 
scalability evaluation is lacking. Therefore, effective evaluation and analysis for various systems 
could not be carried out. Grossglauser et al.[7] studied the network mobility’s impact to scalability, 
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but their work did not consider the impact of constraint factors on network scalability, such as 
memory capacity, link delay and so on. In fact, for real network systems, the memory capacity 
cannot expand infinitely, and network applications cannot tolerate the unlimited growth of the 
packet delay in the network. 

2.2  Scalability evaluation of ad hoc networks 

Several papers analyzed and evaluated the scalability and other network performance of ad hoc 
network routing protocol through simulations[8―10]. 

Although the simulation results can indicate some problems in the network architecture, the 
process and the results are often limited to specific applications. Thus researchers are unable to 
have an in-depth understanding of the constraints of protocol itself, relevant system parameters 
and environmental characteristics. For instance, Santivanez et al.[11] gave the definition of the 
network scalability by calculating the smallest network traffic load under various conditions. 

Arpacioglu et al.[12] first proposed the definitions of absolute scalability, optimal scalability, as 
well as weak scalability of network, and made analysis and evaluation. Although the definitions 
are applied to ad hoc network, the basic idea can still be used in network analyses and evaluations 
of all kinds of networks. Yang et al.[13] concluded and summed up network types under various 
application needs. But the work only gave the definition of scalability in certain situations, failing 
to consider the network topology’s own limitation to scalability. 

2.3  Scalability evaluation of service networks 

Billhartz et al.[14] discussed the network cost in different multicast networks. The cost model they 
proposed mainly concentrates on network resource demand and data transmission cost. The pro-
posed cost model can be used to design and evaluate multi-service data transmission system. 
However, they still have many shortcomings. For instance, the model only pays attention to the 
Internet service providers, without considering the user’s satisfaction degree in using network 
service. This model cannot effectively assess the network service system. 

Chuang et al.[15] proposed a network cost based multi-cast network scalability. They found that 
the cost of a multicast tree is changing around the power that takes the size of multicast tree as 
base and 0.8 as power, and the cost of multicast can be decided according to the size of multicast 
group. Similarly, their work as well as Billhartz’s did not consider user’s satisfaction degree on 
different services in different network architectures. Furthermore, they did not analyze different 
network services deployed in different network topologies, ignoring the fact that network topol-
ogy is also an important factor in evaluating network performance. 

Moreover, Chalmers et al.[16] compared the efficiency benefit between unicast and multicast. 
Other relevant researches put forward the network cost for multi-ISP provider in the Internet[17―20], 
as well as the complexity of network cost model. 

3  Concept and classification of Internet scalability 

3.1  Concept of scalability 

Before introducing the concept of scalability, we need to introduce the concept of constraint con-
dition, the interval under constraint, evaluation metric, etc. We mainly check the factors which we 
can control in network architectures, such as message transmission rate of end systems, link 
bandwidth, the Internet scale, topology, and so on. Constraint condition can be divided into con-
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tinuous constraint condition and discrete constraint condition according to whether the value is 
continuous or not. For example, message transmission rate and link bandwidth are continuous 
constraint conditions, while Internet scale and topology are discrete constraint conditions. 

Definition 1.  The interval under constraint refers to the changing bound of constraint condi-
tion. 

An interval under constraint has direct impact on the performance of scalability. We may draw 
the conclusion that the scalability is completely different in different intervals. Since constraint 
condition can be divided into continuous and discrete constraint conditions, interval under con-
straint can also be divided into continuous interval and discrete interval. 

Definition 2.  Evaluation metric refers to certain good or bad character possessed by Internet 
architecture we test, such as throughput, stability, network cost and so on. 

Evaluation metric will change with the changing constraint condition. For example, throughput 
may increase, decrease or stay static with the changing of end user’s sending rate. With a certain 
bound (bound of intervals under constraint), the throughputs of two architectures have different 
integrated good or bad character; that is, with a certain bound, A may be good, while in another 
bound, B may be good. 

Definition 3.  The scalability of Internet architecture refers to the character contained in the 
evaluating metric of Internet architecture with the change in network constraint condition in a 
certain bound. 

The scalability of Internet architecture has four essential factors: 
(1) Constraint condition. Constraint condition is the changing factor of scalability. It decides 

whether the scalability considers all the factors comprehensively, and it is the reflection of appli-
cation bound. 

(2) Interval under constraint. It decides the effective bound of scalability. The good or bad 
character of scalability in network architecture is only effective in constraint interval, but mean-
ingless if it exceeds the interval. For example, if the scalability performance of two architectures 
in a five-year period is: A is good; while B is bad, we cannot judge which is good or bad in ten 
years. 

(3) Evaluating metric. Evaluating metric is the target for examining the Internet architecture. 
And it is also one of the factors reflecting whether the scalability is comprehensive or not. The 
less evaluating metrics, the less comprehensive is the architecture scalability. Conversely, the 
more the evaluation metrics, the more comprehensive it can reflect the architecture scalability. 

(4) Change law. Change law is a law for evaluating metric changes with the constraint condi-
tion. It is a direct reflection of scalability. For example, the scalability of a system whose per-
formance linearly increases with the scale is surely better than those that logarithmically in-
creased with the scale. 

3.2  The classification of scalability 

According to different purposes of our study, scalability of the architecture can have three differ-
ent meanings. 

3.2.1  Static scalability.  Static scalability refers to the good or bad character of an architecture 
represented by the current value of evaluating metric. For example, between two different net-
work architectures, if one has a larger throughput, while the other only has a small fraction of 
throughput, then the static scalability of the former is superior to that of the latter in the evaluat-



 

 XU Ke et al. Sci China Ser F-Inf Sci | Nov. 2008 | vol. 51 | no. 11 | 1661-1680 1665 

ing metric of throughput. 

3.2.2  Dynamic scalability.  Dynamic scalability refers to the fact that at a certain time (the 
time is not the real time, but the current location of immediate value of constraint condition), the 
evaluating metric changes with the changing constraint condition. For example, of the overall 
throughput of three architectures, if one increases linearly with end user’s rate, one increases 
logarithmically, and another decreases reciprocally, then their dynamic scalabilities are decreas-
ing in turn on the metric of throughput. 

3.2.3  Cumulative scalability.  Cumulative scalability refers to the cumulative results of evalu-
ating function in constraint condition. It is the cumulative character of constraint condition in a 
certain bound, independent of good or bad character of a particular moment. 

Here, we cannot consider certain scalability solely, but should integrate three scalabilities into 
one to evaluate systems. For example, in the static scalability, sometimes A is better than B while 
sometimes B is better than A. But the dynamic scalability of A is always better than B, and at the 
same time, the cumulative scalability of A is better than B as well. In such a case, we are inclined 
to choose system A as the system with better scalability. Again, the static and cumulative scalabil-
ities of system C are all worse than that of system D in constraint interval. But at the beginning of 
interval, system C performs badly, and becomes better gradually later, while system D keeps 
good performance. Although the dynamic scalability of system C is better than that of system D, 
we are still inclined to choose system D. When we compare two systems X and Y, regardless of 
integrating these three scalabilities, we deem that we can get the comparing degree of X and Y 
mainly from every scalable target, and get the sum or weighted sum of them to get the compre-
hensive evaluation. If the weighted sum is chosen, weight can be determined by discussion of 
decision-maker. When future development is concerned, dynamic scalability can be emphasized; 
when the integrated situation of constraint interval is concerned, comprehensive scalability 
should be emphasized. 

According to the amount difference of evaluation metrics, scalability can be divided into 
one-dimensional scalability and multi-dimensional scalability. And the former can be divided into 
single-constraint one-dimensional scalability and multi-constraint one-dimensional scalability. 

(1) Single-constraint one-dimensional scalability, also called single-constraint single-objective 
scalability, refers to scalability that an evaluation metric is possessed with the change of one con-
straint condition. 

(2) Multi-constraint one-dimensional scalability, also called multi-constraint single-objective 
scalability, refers to scalability that an evaluation metric is possessed with the change of many 
constraint conditions. 

(3) Multi-dimensional scalability, also called multi-constraint multi-objective scalability, refers 
to scalability achieved by comprehensively considering many evaluation metrics changing with 
many constraint conditions. There are different weights among evaluation metrics. The values of 
weights are determined by the actual objective situation or subjective will. If the values of 
weights are different, though constraint condition is completely the same with evaluation metric, 
the results of multi-dimensional scalability of architecture may be different. 

4  The evaluation model of Internet scalability 

In this section, we first introduce the mathematic description of the scalability of Internet archi-
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tecture, and then introduce the one-dimensional and multi-dimensional scalability evaluation 
models respectively. 

4.1  Mathematic description 

For any network architecture, constraint condition set is defined as 1 2{ , , , }.nX x x x= "  Because 
what we usually test is the system character with constraint condition in constraint intervals, we 
set its change bound at { },i i iX x x xΦ ′ ′′∈ = ≤ ≤  and define the quantified evaluation metric set 

as { }1 2, , , .mY y y y= "  Then any evaluation metric iy must be the evaluation function of X, and 

we have  
 1 2( ) ( , , , ),  .i i i ny f X f x x x X Φ= = ∈"  (1) 

Here ix  can be a continuous variable or a discrete variable. When ix  is continuous, we assume 

that if  is a continuous and smooth function, which will be differentiated everywhere. 

4.2  Single-constraint one-dimensional scalability 

Single-constraint one-dimensional scalability refers to the scalability of single-objective single- 
constraint, whose evaluation function is  
 1 2( ),  [ , ],i ij j j j jy f x x x x= ∈  (2) 

where iy  is the evaluation metric, jx  is a single-constraint condition, ijf  is the function of 

evaluation metric iy  with the changing constraint condition jx , and 1 2[ , ]j jx x  is the con-

straint interval. For example, when we evaluate the performance of P2P VOD (video on demand) 
systems, if we take network transmission rate as constraint condition, and user’s waiting time as 
evaluating metric, then it becomes a single-constraint one-dimensional scalability issue. 

According to the scalability’s classification on examining objective, we define three different 
scalabilities independently: 

4.2.1  Static scalability.  Static scalability refers to the good or bad performance of architec-
ture’s current evaluation metric. Therefore it can be denoted by an evaluation function:  
 1 2 [ , ].ij ij ij j j j jS y f x x x x= = ∈( ),  (3) 

4.2.2  Dynamic scalability.  Dynamic scalability refers to evaluating a function’s changing 
character at a certain moment. We define it as the first derivative of evaluation function to con-
straint condition,  

 
0

( ) ( ).
j j

ij
ij j ij j

j x x

dy
D x f x

dx
=

′= =  (4) 

That is, when 0 ,j jx x=  the dynamic scalability of architecture is 0( ).ij jD x  It is the definition 

when the constraint condition is a continuous constraint condition. Researchers may also en-
counter some discrete constraint conditions, such as the number of hosts. We define its dynamic 
scalability as follows: 
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in which, ,j kx  denotes that the constraint condition jx  takes the kth value. 
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From Figure 1(a), we can see that the geometric significance of single-constraint one-dimen-
sional dynamic scalability is the slope of jx  on the constraint point 0jx  or ,j kx . 

4.2.3  Cumulative scalability.  Cumulative scalability reflects the cumulative character of 
evaluation function in the constraint interval. We define the single-constraint one-dimensional 
cumulative scalability of continuous condition as   

 ( ) ,j

j

x
ij ij j jx

C f x dx
′′

′
= ∫  (5) 

while the one-dimensional cumulative scalability of discrete constraint condition is defined as  

 
,

, , 1 ,( )( ),  .
j k

ij ij j k j k j k jk j
x

C f x x x x x+ ′′= − ≠∑  

From Figure 1(b), we can see that the geometric significance of single-constraint 
one-dimensional scalability is the sum of evaluation function j jx x′=  and the area surrounded 

by j jx x′′=  and the abscissa axis. 

 
Figure 1  The geometry significance of single-constraint one-dimensional scalability. (a) Dynamic scalability; (b) cumulative 
scalability. 

4.3  Multi-constraint one-dimensional scalability 

The scalability of multi-constraint one-dimensional refers to the single-objective multi-constraint 
scalability, whose evaluation function is  
 1 2( ) ( , , , ),  ,i i i ny f X f x x x X Φ= = ∈"  (6) 

in which, iy  is the evaluation metric, X is the vector of multi-constraint condition, 1 2, , , nx x x"  

are each of the constraint conditions, if  is the function that evaluation metric iy  changes with 
constraint condition X, and Φ is the constraint intervals. In the above example of evaluating the 
performance of P2P VOD systems, if we not only consider the impact of user access rate to the 
evaluation metric of user’s waiting time, but also take the three constraint conditions of user’s 
access rate, delay and delay jitter into consideration, we need a multi-constraint one-dimensional 
scalability model to study this issue. 

According to scalability’s classification on evaluation metric, we define three types of scalabil-
ities respectively. 

4.3.1  Static scalability.  Static scalability refers to the good or bad character of system’s cur-
rent evaluation metric. Therefore it can be denoted by an evaluation function  
 ( ),  .i i iS y f X X Φ= = ∈  (7) 
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4.3.2  Dynamic scalability.  We first consider the situation in which constraint conditions are 
all of continuous constraint. The definition of multi-constraint dynamic scalability is more com-
plicated than single-constraint scalability, for the relativity of each constraint condition should be 
considered. 

We assume that the constraint conditions are independent; that is, any value of ix  has nothing 

to do with jx . Then its dynamic scalability can be defined as  

 
0 0

0
1 2 1 2

( )
( ) .

n n
i i

i
n nX X X X

y f X
D X

x x x x x x
= =

∂ ∂
=

∂ ∂ ∂ ∂ ∂ ∂" "
=  (8) 

On the other hand, we assume that all ix  are related with each other, and are both function of 
another variable t. Then we have  
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=
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In this case, dynamic scalability can be simplified into single-constraint one-dimensional scal-
ability  

0

0 0( ) ( ),it
i it

t t

df
D X f t

dt =

′= =  

of which 
 0 10 20 0 1 0 2 0 0( , , , ) ( ( ), ( ), , ( )).n nX x x x z t z t z t= =… …  

Generally, among the constraint conditions, if the first t(1) ones are related with 1t , next t(2) 

ones are related with 2t , …, t(l) ones are related with lt , and r−q+1 ones have nothing to do with 

each other lastly, then let ,1 ,2 , ( )( , , , )i i i t ix x x…  be the ones related with it , , ( ),i j ij ix z t=  

1, , ,q q rx x x+ "  have nothing to do with any other x, of which, 1,2, , ,  1,2, , ( ).i l j t i= =" "  We 

have  

 
1

( 1) ( ) .
l

i
r q t i n

=
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Then, ( )if X  can be written as  

 1 2 1( ) ( , , , , , , , ).i it l q q rf X f t t t x x x+= … …  

So the dynamic scalability can be defined as   
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in which, when ( ) ( )0 01,2, , ,  , 1, , ,i i i it t i l x x i q q r= = = = +" "  0.X X=  

When constraint conditions are all of discrete constraints, dynamic scalability can be defined 
as   

 1 2 1 2

1 1 2 2
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in which, when ( ) ( ), ,1,2, , ,  , 1, , ,
i ii i k i i kt t i l x x i q q r= = = = +… …  0.X X=  
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When the constraint conditions contain both continuous ones and discrete ones, the method of 
thinking is the same with the situation where the constraint conditions are all continuous. Here 
we do not illustrate it again. 

4.3.3  Cumulative scalability.  According to the fact that the relativities of constraint condition 
differentiate with each other, we consider two situations. Suppose that all the constraint condi-
tions are independent. Then the cumulative scalability can be defined as  

 12 22 2

11 21 1
1 2 1 2( ) ( , , , ) .n

n

x x x
i i i n nX x x x

C f X dX f x x x dx dx dx
Φ∈

= =∫ ∫ ∫ ∫ … ……  (9) 

From the definition we can see that, it is the volume of the cylinder surface surrounded by 
function ( )if X  in the bound of X Φ∈  (Figure 2(a)). When all the constraint conditions re-
lated with t, we define its cumulative scalability as  
 ( ) ,i

l

S f X dl= ∫  

where l is the formula of curve ( ),j jx z t=  whose geometric significance is to carry out the first 

form curve integral to the curve (Figure 2(b)). Because 

 2 2 2 2
1 2

1
( ) ,

n

n j
j

dl dx dx dx z t dt
=

′= + + + ∑" =  

we have 

 
 2
 

1
( ) ( ) .

nt
i i jt

j
C f X z t dt

′′

′
=

′= ∑∫  

 
Figure 2  The geometry significance of multi-constraint one-dimensional scalability. (a) Cumulative volume; (b) cumulative 
curve. 

When the constraint conditions are all discrete conditions and are all non-related with each 
other, the cumulative scalability can be defined as  
 

1 2

1 2( ) .
n

i i n
x x x

C f X x x x= Δ Δ Δ∑∑ ∑" "  

When the constraint conditions are all discrete conditions and all relate with t, the cumulative 
scalability can be defined as  
 ( ) .i i

t
C f X t= Δ∑  

For more general case, when the constraint conditions contain both discrete conditions and 
constraint conditions, and have relative and independent situations between each other, the 
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method of thinking is the same as the above analysis. Here we do not illustrate it again. 

4.4  Multi-dimensional scalability 

On the basis of multi-constraint one-dimensional scalability, we consider the multi-dimensional 
scalability, which is the scalability under many evaluation metrics. The above example of evalu-
ating the performance of P2P VOD systems further demonstrates that we not only consider the 
evaluation of user waiting time, but also at the same time use two evaluation metrics of both 
user’s waiting time and server load. Then we need multi-dimensional scalability model to study 
this issue. 

The methods for solving multi-objective optimization problems mainly include linear weighted 
sum method, main-objective method, layered sequences method, ideal point method and so on[21], 
each having its own applicable situation. As for the issues we pose, adopting linear weighted sum 
solution is more workable, which introduces weighted parameters at the time of comprehensive 
consideration. We define the multi-dimensional evaluation function or static scalability of Inter-
net architecture as  
 1 1 2 2 ,m mS k S k S k S= ⋅ + ⋅ + + ⋅"  (10) 

in which, iS  represents the function of multi-constraint one-dimensional static scalability, and 

1 2, , , mk k k"  are weight of m evaluation metrics respectively. They can be decided by objective 
factors, evaluator’s own preference or policy-making. Different weight setting will get different 
results. According to the above definition, we can give dynamic scalability and cumulative scal-
ability of them on point 0X . 

5  Case analysis 

We have introduced the basic idea of Internet architecture scalability as well as evaluation 
method of multi-dimensional scalability. Based on specific application examples, this section 
analyzes and evaluates performance scalability, scale scalability and service scalability aspects of 
Internet architecture, and illustrates how to use the proposed evaluation theory and method to 
evaluate the scalability of certain elements in the Internet. 

5.1  Performance scalability 

Performance scalability refers to the character that after the increase of network resources capaci-
ties such as links capacities, network performance and end-to-end performance can increase ac-
cordingly. Below we use scalability evaluation method to analyze and compare the performance 
scalability of content delivery network (CDN) and peer-to-peer (P2P). CDN and P2P all concen-
trate on the issue as how to distribute large amounts of content to a large number of users, so 
performance scalability becomes the most crucial issue. The two performance factors, link band-
width and hard disk capacity, have great impact on CDN and P2P, so we focus on these two fac-
tors and take them as constraint conditions. Suppose that the file is divided into pieces, all with 
the same size g, we take expectation value of time downloading a piece with size g as evaluation 
metric. We will study the performance scalability of two constraint conditions as link bandwidth 
and hard disk capacity on the evaluation metric of the two systems. This is a multi-constraint 
one-dimensional scalability issue. 

For convenience, we assume that network topology consists of a core network and some edge 
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networks connected to it. Hosts are all in edge networks. Suppose that the current load demand 
changes slowly. Pieces that are currently requested frequently are the same as before, and there-
fore are more likely to be cached. We suppose that there are resource pieces of n types, and the 

number of current downloaders is 1 2 .nm m m⋅ ⋅ ⋅≥ ≥ ≥  Let 
1

,n
ii

M m
=

= ∑  and suppose the 

distribution of im  meets 1
1.i

im m λ −=  Then n can be infinitely large; therefore 1 /M m=  
(1 ).λ−  

 
Figure 3  CDN network (a) and P2P network (b). 

5.1.1  Modeling and analyzing CDNs.  CDN networks (Figure 3(a)) put CDN nodes close to 
user, caching content requested for future demand from other users. CDN nodes are one or sev-
eral common hosts in network topology. We assume that there are h CDN nodes in all, the overall 
hard disk capacity is GC, and the hard disk capacity of each node is GC/h. 

Suppose that the number of users who are downloading files from a node is SA, among which, 
there are SH users getting the file directly from the CDN node, and other SN users are requested 
for pieces that are not found in the cache. CDN node needs to request files from content provider 
for them. 

Suppose that each CDN node’s bandwidth to be used for downloading is y; the bandwidth of 
CDN node downloads a file from ICP is y2; when CDN nodes are not congested, the bandwidth 
the users downloaded from CDN is z, which is also the least link bandwidth along the path be-
tween CDN and users. Considering the characteristics of CDN, and z is generally large, we can 
suppose that users directly share the available bandwidth y of CDN server. 

As for the cache-hit SH users, they share y with the other SN users, so their download time is 
/ .AgS y  As for the other NS  users, their download time is 2/ / ,NAgS y gS y+  so the expecta-

tion of overall download time is 
22

2 2
1 .H

A
A

NA

A
c

gS gS Sg gt S
y S y y y S

⎡ ⎤⎛ ⎞
⎢ ⎥= + = + −⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

 

Here / .AS M h=  The hard disk capacity of every CDN node is GC/h, so we may have GC/gh 
pieces. Considering the stability state, that is, suppose the current download demand changes 
slowly, the cache of CDN nodes is the GC/gh, whose piece has the most downloaders. Therefore,  
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5.1.2  Modeling and analyzing P2P systems.  For convenience, the searching process of P2P 
system (Figure 3(b)) is not considered. Suppose that the number of P2P user is A, which does not 
exceed the number of users of the whole network. We assume that the A users all have the same 
bandwidth x (sending bandwidth and receiving bandwidth are both x), and the same-sized 
hard-disk space, which is not large and allocated for P2P service, is GP/A, where GP is the sum of 
hard-disk space of all users. Users can download from two types of users at the same time: 1) 
users who still preserve the file in its own cache after downloading; 2) users who are still 
downloading the file with a larger downloaded percentage. Here we suppose that the files users 
downloaded are reserved in the disk for others as long as his cache is not exhausted. After the 
cache is exhausted, the exceeding part will be deleted. 

All the A users share hard-disk space GP. Suppose in the resource pieces of n types, the ith 
piece’s copy number for reserving is distributed by the proportion of mi. That is, there are GPmi/M 
spaces used for reserving the downloaded ith piece, which are only to be download by others. 

Suppose that the downloaded proportion of users who are downloading is distributed averagely. 
A user downloading the ith piece is considered. Suppose that his downloading percentage is p. 
Then he can download from mi(1−p) users who are downloading. Besides, from our assumptions, 
the space of GPmi/M is used to reserve the downloaded ith piece, so we have GPmi/M in all. 
Therefore we have totally mi(1−p)+GPmi/Mg users which can be downloaded. Although the rates 
of these pieces are different, the overall downloading rate should be equal to the expectation 
value of every downloading rate multiplying the number of downloading sources. In the whole 
download process, the average downloading rate equals mi(1−p)+GPmi/Mg multiplying the aver-
age rate downloaded from each place. 

Below we will calculate the average rate of each download. The sending bandwidth of every 
user is x. In addition to this downloading request, the other M−1 downloading per time per user 
can be considered as distributing to the number of total users A averagely, so we can deem that 
there are ( 1) / 1M A− +  users who download from here. Thereby, assume that the downloading 
rate is /( 1 ).xA M A− +  Then the expected value of downloading the ith piece is  

pit =
1 ,
2 g 1

p
i

G xAg m
M M A

⎡ ⎤⎛ ⎞
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the rate at which the user downloads the ith piece is / ,im M  and 1 1
1(1 ) n nM mλ λ λ− −− = =  

1.nm =  We make summation and get the expectation value of P2P’s downloading time   
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Now, we get the evaluation function of CDN and P2P’s performance scalabilities in accor-
dance with eq. (7), under two constraint conditions, namely network bandwidth and hard-disk 
capacity, and use eqs. (8) and (9) to analyze them. The detailed comparing process is not illus-
trated here. The main results are on the dynamic scalability of network bandwidth. P2P is better 
than CDN. On the hard disk capacity constraint condition, the performance of CDN is better than 
that of P2P only when caching rate increases to such a degree that it can almost preserve all the 
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files. This condition is hard to be met in practice. Therefore, generally speaking, in performance 
scalability aspect, P2P is better than CDN. 

At the same time, simulation experiments are made to address these questions. The results are 
shown on Figure 4. 

 
Figure 4  The performance scalability of CDN and P2P. (a) The comparison of bandwidth scalability; (b) the comparison of 
hard-disk capacity scalability. 

We may see that the results are in accordance with the analytical result. The average 
downloading time of P2P in most cases is less than that of CDN. The performance scalability of 
P2P is good on two constraint conditions of downloading time metric. From the analyzing proc-
ess, we can see that the scalability evaluation method can effectively evaluate the performance 
scalability of network architecture. 

5.2  Scale scalability 

Scale scalability refers to the network performance (such as bandwidth utilization and resource 
utilization of network core equipment) and the end-to-end performance can have the correspond-
ing increase with the increasing number of network nodes and links. ROFL (routing on flat la-
bels)[22] is a message transmission architecture taking a non-semantic label for routing. We are 
naturally concerned with the amount of information on message transmission efficiency and 
memory capacity of the router, especially the comparison between ROFL and the current archi-
tecture TCP/IP under the two performance metrics when the network scale is growing. In our 
analyses, network topology is simplified into a tree structure. The constraint conditions are the 
number of topology layers, the sub-net number of each layer, and the number of host accessed to 
the last layer. There are two evaluation metrics: the number of hops needed by every message 
transmission (which can reflect the time that transmission needs), and the space needed by every 
router on storing routing information. 

In order to simplify the issue, we assume that the Internet topology is an L-layer K-branch tree: 
As shown in Figure 5, suppose the routing transmission equipment of network constitutes an 

L-layer network, whose top is the first layer, and the last core network layer is the Lth layer. Each 
layer represents a domain, and each domain has K sub-domains. Every domain of last layer has M 
hosts connected to it. So the host number of the whole system is MkL−1. Suppose that the delay of 
message transmitted from one domain to its sub-domains or father domain is D, ignoring the 
routing delay as well as the host accessing delay of the domain. 
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Figure 5  Network topology assumed by theory analysis. 

Below we analyze the multi-constraint multi-dimensional scalability issue with two routing 
architectures, taking the end-to-end transmission delay and space cost needed as evaluation met-
rics, and taking three scale parameters of network topology as constraint conditions. 

5.2.1  TCP/IP routing transmission architecture.  Assume that the mathematical expected value 
of the transmission hop count between any two hosts is s. Then, for 1 ,n L≤ ≤  the probability 
that any two hosts need 2n steps to reach equals 

1
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Considering 1( 1)Lk k+ −  and 1Lk M−  are both much greater than 1, we can conclude that 

 22 .
1

s L
k

≈ −
−

 (11) 

Therefore, the time evaluation function of TCP/IP transmission architecture is 

 1
21 2 .

1ty L
k

⎛ ⎞= −⎜ ⎟−⎝ ⎠
  

(Here as the shorter time means better performance, we take the reciprocal of (11)). 
Because all the routers need to preserve the routing table, we define the reciprocal of the length 

of routing table item of every machine as space evaluation function. Suppose that IP address can 
be merged very well, and every domain can be denoted by a routing table item. In the network 
topology we consider, for every domain has k sub-domains and 1 father domain, its space evalua-
tion function is 1 1/( 1).sy k= +  

In this way, we can use eq. (10) to linearly-weighted sum these two evaluation metrics, and get 
the scalability evaluation function of TCP/IP routing transmission architecture   
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of which, α and β are two weight parameters. 

5.2.2  The analysis of ROFL routing transmission.  We assume that the mathematical expected 
value of transmission hops between any two hosts is s，and consider the nearest ancestor node 
shared by these two hosts. Let the distance between host and the node be n, 1 .n L≤ ≤  Then 
due to the character of ROFL, the routing between these two hosts cannot exceed the shared an-
cestor node. However due to the character of DHT and the result of layered DHT, the execrated 
value of packet transmission time is 1

2log ( ) 1,nMk − +  and will not exceed 1
2log ( ) .nMk n− +  

And because the number of transmission hops will not exceed 2n, as above, the probability of 
node distance being n is 

1

1
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Considering both 1( 1)Lk k+ −  and 1Lk M−  are much greater than 1, we can get an upper bound. 

 ( )
( )

2
0 2 2 2

2 2 1 2log 2 2 log 1 .
1 1 1

M Ls L k L
k k k k

⎛ ⎞−⎛ ⎞⎛ ⎞ ⎜ ⎟− + + − +⎜ ⎟⎜ ⎟ ⎜ ⎟− −⎝ ⎠⎝ ⎠ −⎝ ⎠
≤  (12) 

Our estimation for the upper bound is greater than the real result. We adopt a fitting method to 
estimate the average delay of ROFL. According to the analytical and experimental result of (12), 
we can assume 0 1 2 2 2 3log log .s f k f M f= + +  Through fitting, we can get  

 2
0 2 2(0.476 0.422 0.880) log (0.0885 0.846) log (0.604 1.088).s L L k L M L= + − + + + −  (13) 

So the time evaluation function of ROFL can be denoted by 2 1 21/( logty f k= + 2 2logf M  

3 ),f+  where 2
1 0.476 0.422 0.880,f L L= + − 2 0.0885 0.846,f L= + 3 0.604f L= − 1.088.  

Similarly, as for the ROFL transmission architecture, every router needs to preserve its subse-
quence of each layer for every host, then 2 1/ .sy ML=  Similarly, using eq. (10) we can get the 
scalability evaluation function of ROFL routing architecture. 

 2 2 2
1 2 2 2 3

.
log logt sS y y

f k f M f ML
α βα β= + = +

+ +
 

The two weight parameters of α and β can be selected according to the practical need. But actu-
ally, from the analyses of (11) and (13), we may know that the transmission scale scalability of 
TCP/IP’s is better than that of ROFL’s. Because 1,ML M k> +≥  the scalability on routing re-
serving space of TCP/IP’s is better than that of ROFL’s. So no matter how the parameters α and 
β are selected, the static scale scalability of TCP/IP’s is better than that of ROFL’s. By eqs. (8) 
and (9), the TCP/IP’s dynamic scalabilities on k, M, and L are better than that of ROFL’s, so is the 
cumulative scalability. 

Figure 6 gives the experimental comparison result of the two architectures’ on the number of 
transmission hops. We can see that the number of transmission hops of TCP/IP’s (line 1) is much 
less than that of ROFL’s (line 2). 
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Figure 6  Comparison of average hop count between TCP/IP and ROFL. (a) Hop count change on L; (b) Hop count change on 
K; (c) Hop count change on M. 1, TCP/IP; 2, ROFL. 

According to the theory analysis of scalability and the experimental result shown in Figure 6, 
we can reach the conclusion that the scalability of TCP/IP’s is much better than that of ROFL’s in 
the two aspects of transmission delay and consumed hardware reserving space. 

5.3  Service scalability 

This section uses scalability theory analysis to evaluate service scalabilities of different service 
network architectures. Firstly, we analyze the scalability of single service model with a tree ar-
chitecture, circle architecture, and star architecture, and find that tree architecture possesses the 
optimal service scalability according to our analyses. Secondly, we analyze the service scalability 
under multi-service model, and find that under tree architecture, service model can acquire better 
service utility than the multi-service model. 

We try to evaluate service scalability in different types of networks. Because one-to-one (cor-
responding uncast application) and one-to-many (corresponding multicast applications) are two 
typical service models of current networks, in this paper, we focus on the analysis of two types of 
communication models. In addition, we consider different network utilities of different commu-
nication models in different network architectures. We deploy service in different network archi-
tectures, such as the tree architecture (Figure 7(a)), circle architecture (Figure 7(b)), and star ar-
chitecture (Figure 7(c)).  

 
Figure 7  Different network architectures. (a) Tree architecture; (b) circle architecture; (c) star architecture. 

The network service utility refers to network income acquired after certain network being de-
ployed, the evaluation function is  

 
1 1 1 1
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where ( )iF s  denotes income acquired by users using service, ( )j iR s  and ( )l iL s  respectively 

refer to the processing cost of middle node after network being deployed and link cost (the total 
sum of these two prices are the overall network processing cost after the network service being 
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deployed). The three functions use the service throughput is  as the parameter. α  and β  are 
respectively used to map the overall processing cost to average processing cost of every node and 
the route cost to average route cost. 

We first evaluate the service utility of the tree architecture. Suppose that users access service 
with an average distributed probability, and only visit one service in multi-service network. In the 
tree architecture, we study the complete tree with L-height and M branches. The tree contains 

( 1) /( 1)L
nN m m= − −  non-end nodes, 1( 1) /( 1)L

tN m m+= − −  end user nodes, L =  

log ( ( 1) 1) 1.m tN m − + −  And then we can sum up the service utility of tree architecture by using 
one-to-one and one-to-many model. It should be noted that in one-to-many model, non-end node 
will have extra maintenance cost. According to the conclusion of ref. [23], we know that the 
maintenance cost of one-to-many model will not exceed the 5% of overall communication cost. 
In our analytical model, we need to consider the extra maintenance cost of this part, and take the 
maximal value of maintenance cost as 0.05. From the above analysis we can find that the service 
utility of tree architecture can be calculated as follows. (The calculation of one-to-one and 
one-to-many communication models are shown as eqs. (15) and (16)). 
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In the same way, we can also calculate the service utility in circle architecture and star archi-
tecture. Because the calculation of these utilities is simpler than that of the trees, we will not list 
them one by one. Below we show that one network includes 27 terminal nodes, including 1 ser-
vice node, 26 client-end nodes. The service model will be a complete 3-branch tree whose height 
is 2 in the tree architecture. With eqs. (14) and (15), we can get the network cost and service util-
ity of the tree architecture (Figure 8(a) and (b)). Similarly, from (14), we can get the network 
processing cost and service utility of circle-architecture’s as well as star architecture’s in different 
service models. In addition, in order to compare the service utilities under different service mod-
els, we compare and calculate the service utility proportion of different architectures’, that is, to 
calculate the average network service utility acquired by each user (Figure 8(c)). 

As shown in Figure 8(a), the network cost is the lowest in tree architecture, and is the highest 
in the star architecture. So we can make calculation and find that the service utility in tree archi-
tecture is the best, and is the worst in the star architecture (Figure 8(b)). What needs to be pointed 
out is that the circle architecture possesses a similar service utility value to that of the tree archi-
tecture, but the utility change bound of which is comparatively big with the increase of service 
rate. So the circle architecture cannot acquire the same service utility as the tree architecture. 
Figure 8(c) shows the network service rate in different network architectures. From the figure we 
can see that the worst service rate of the tree architecture is about 60%, and the best service rate 
is 73%. So the average service rate of the tree architecture is 73%, but the worst service utility 
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rate of two architectures are both less than 60%. 

 
Figure 8  The service utility of one-to-one service model. (a) Network cost in different network architectures; (b) service util-
ity in different network architectures; (c) service utility ratio in different network architectures. 

5.4  Case summary 

Among the three cases mentioned above, case 1 discusses the performance scalabilities of content 
distribution architectures of CDN and P2P, which is the multi-constraint one-dimensional 
scalability issue taking download time as the evaluation metric on the two constraint conditions 
of network bandwidth and hard disk capacity. In the analyzing process of the cases, we mainly 
adopt the analytical method of scalability described in section 3. After establishing the relation of 
evaluation function and constraint condition, we use the mathematic model established for 
multi-constraint one-dimensional scalability issue in section 4 to analyze the static scalability, 
dynamic scalability and cumulative scalability. 

Case 2 discusses the scale scalabilities of two transmission mechanisms of TCP/IP and ROFL, 
which is multi-constraint multi-dimensional scalability issue on three constraint conditions of 
network layer number, sub-domain number on each layer, and the number of last layer user net-
work hosts, taking routing transmission time and space that router needs as evaluation metrics. 
The difference from the first case is that we mainly adopt the mathematic model established for 
multi-constraint multi-dimensional scalability issue, solving the multi-objective issue by linearly 
weighted summing the two evaluation metrics. 

Case 3 discusses the service scalability of different service modes in different architectures, 
taking network topology and service deployment proportion as constraint conditions, and taking 
network service utility as evaluation metric. It is similar to the first case in terms of adopting sca-
lability theory. 
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We deem that scalability analyzing theory gives us instructions in the following aspects: in is-
sue searching aspect, its classification and analyses on performance scalability, scale scalability, 
and service scalability. Other important network scalabilities can instruct us to find problems to 
be solved in all kinds of scalabilities; in issue confirming aspect, scalability theory’s definition 
and analyses on constraint condition, constraint section, evaluation metric and change rule. 
Change rule can also instruct us to confirm the four basic elements of the issue we study, in issue 
resolving aspect. Scalability theory adopting the easy to in-depth method establishes a suite of 
mathematic model, which can be used to solve the issue of multi-constraint multi-dimensional 
case, gives sensible scalability definition to discrete constraint condition, and analyzes relevant 
constraint conditions as well. These mathematical models provide important mathematic tools for 
solving the scalability issue. 

6  Conclusion and future work 

We propose the concept of multi-dimensional scalability of Internet architecture, and establish the 
mathematical analytical theory and evaluation method of multi-dimensional scalability in Internet 
architecture. As case study analysis, we investigate and evaluate the scalability issue in the three 
aspects of performance, scale and service. Theoretic analysis and experimental simulation are 
conducted by combining them with real cases in network architectures. The experiment shows 
that our proposed scalability analytical method has certain instruction significance. 

As future work, we will further investigate multi-dimensional scalability in performance, scale 
and service aspects based on our analytical method; in performance scalability aspect, we will 
further investigate the Internet demand on performance scalability on the basis of the analytical 
result of the performance scalability in CDN, P2P and other architectures. In scale scalability as-
pect, we need to further analyze the performance of ROFL architecture, and at the same time we 
need to consider the mobility and other factors in the evaluation metric. In service scalability as-
pect, we will further investigate more accurate cost and utility functions to analyze the service 
scalability of complicated network architecture. 
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