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Abstract— Connectionless protocols such as ICMP and UDP
are manipulated to construct novel information leakage channels
by which attackers can disrupt TCP connections or leak
secret information. Existing solutions have mainly focused on
repairing vulnerable protocols through OS patches, which are
OS-specific and slow to deploy. Other traditional defenses either
cannot cover these attacks or are prone to incur unintended
dropping of legitimate packets due to the heavily manipulated
IP spoofing technique in these attacks. In this paper, we present
StateShield, an in-network, real-time defense against state-of-the-
art information leakage attacks over connectionless protocols.
StateShield can detect and defend against various information
leakage attacks without incurring unintended dropping of
legitimate traffic, even when attackers heavily spoof the IP
addresses of legitimate clients. To achieve that, we propose three
indicators that can cover major attack vectors of connectionless
information leakage channels and are effective for detecting
more than ten attack variants. We design the architecture of
StateShield based on programmable switches, with efficient data
structures for monitoring and on-demand defense components
in the data plane. We develop two novel defense components
to mitigate UDP and ICMP-based information leakage channels
automatically while achieving minimal unintended dropping
of legitimate packets. Our extensive experiments show that
StateShield can effectively mitigate more than ten attack
variants in real time without hurting the services over
legitimate connectionless packets, and the defense provided by
StateShield is robust under high-intensive background traffic
over connectionless protocols.
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I. INTRODUCTION

IN RECENT years, connectionless protocols such as UDP
and ICMP, have repeatedly emerged as new attack vectors

for constructing novel information leakage attacks [1], [2],
[3], [4]. Unlike TCP, connectionless protocols have no state
machine to maintain the packets’ state, making it difficult
to verify the legitimacy of connectionless packets, especially
for the legitimacy of valid and acceptable connectionless
packets, such as ICMP echo requests (i.e., ping), DNS requests
and QUIC initial packets over UDP. End hosts that receive
valid connectionless packets, e.g., ping, will likely send back
responses correspondingly. Such properties of connectionless
protocols allow attackers to easily lure targets to send out
packets, leading to a change in the state of shared resources
in targets (e.g., IPID counter increasing or ICMP rate limit
triggered). By sending packet sequences to probe the target
and observing the resulting state changes in shared resources
within the targets (as depicted in Figure 1), attackers can
exploit information leakage channels (ILCs 1) to extract leaked
information. This allows them to craft sophisticated and
stealthy attacks that are highly challenging to mitigate.

ILCs over connectionless protocols can cause severe harm
to network security, such as compromising communication
security, breaking network isolation, leaking confidential or
private data, etc. For example, Klein [1] uncover a series
of covert channels over connectionless UDP and ICMP
that can result in leakage of confidential information via
a firewall, exfiltration via a DMZ host, exfiltration via co-
resident containers, etc., affecting various OSes such as Linux,
Windows, MacOS, and OpenBSD, etc. For another example,
Feng et al. [2] uncover a series of network side channels
over ICMP that enable attackers to infer elements of TCP
connections (e.g., port number, TCP sequence number, etc.) for
TCP hijacking. Those attacks are demonstrated to be effective
across multiple OSes in the real world, posing severe threats
to the security of protocols and systems.

Connectionless ILCs present several distinct characteristics
and challenges for defenses, setting them apart from traditional
attacks. Firstly, unlike disruptive and volumetric DDoS attacks,
connectionless ILC attacks are highly stealthy with low
bandwidth consumption and relatively low packet transmission
rate, making traditional threshold-based filtering less effective
in mitigating them. Secondly, ILC attackers may employ
a multitude of spoofed source IP addresses to probe the
target, making it extremely challenging to trace the origins

1We refer to covert channel (CC) and side channel (SC) as information
leakage channels (ILCs).
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Fig. 1. Connectionless ILC attacks.

of the attacks. Thirdly, valid connectionless packets play
a crucial role in constructing the channel, resulting in
difficulty differentiating between attack packets and legitimate
connectionless packets. This further complicates the defense
process, making it challenging to identify and filter out
malicious traffic from legitimate traffic accurately.

Existing solutions are inadequate for effectively defending
against ILC attacks. The defacto solutions to ILCs proposed
by researchers have mainly focused on patching vulnerable
protocols through OS updates (e.g., [1] [2]). However,
vulnerability patching depends on OS vendors’ efforts and
is slow to take effect. Other existing detection and defense
methods available for addressing this problem also have
their limitations. They either do not cover ILCs or are
susceptible to the unintended dropping of legitimate packets.
As for detection, anomalous traffic detection methods such
as [5], [6] only classify the traffic as normal or abnormal
without identifying the accurate types of attacks. This lack of
granularity hinders the implementation of fine-grained defense
mechanisms against ILCs. Regarding defense, traditional
approaches based on filtering, rate limiting, or other dropping
strategies are unsuitable for ILCs due to their stealthy
nature and the heavy utilization of IP spoofing in ILCs.
Attackers can even spoof the source IPs of legitimate
clients to trigger filters, leading to the unintended dropping
of legitimate packets. Consequently, this can cause service
degradation for specific legitimate clients (e.g., the disruption
of ping services). Recent defenses utilizing programmable
switches [7], [8], [9], [10], [11] do not cover connectionless
ILCs.

In this paper, we aim to mitigate state-of-the-art connec-
tionless ILCs and defend against the major attack vectors that
can be repeatedly manipulated for ILC attacks. Given the
limitations of the existing solutions, we argue that an ideal
defense against state-of-the-art ILCs should be real-time, OS-
agnostic, and burden-free for end hosts, while minimizing
unintended disruption to legitimate packets. To this end,
we propose StateShield, an in-network, real-time defense
against information leakage attacks over connectionless pro-
tocols based on programmable switches. Unlike vulnerability
patching solutions, StateShield aims to actively monitor ILC
attack events in target hosts efficiently and provide real-time
protection to the hosts under attack. Furthermore, unlike the
classic defense ideology that works by detecting the attack
source, filtering malicious packets, or whitelisting benign
traffic, StateShield works by identifying the ILC-related state
of the target hosts in real-time and thwarting the attacks
by obfuscating the manipulated state of the target host to
destroy the leakage channel. The protection provided by
StateShield is OS-agnostic and burden-free for end hosts,

without requirements of modifications on end hosts, and with
minimal side effects for legitimate packets.

To make such defense realistic, we propose the following
designs:

(1) Small set of representative indicators for monitoring
various ILC variants. We systematically investigate the
potential ILC attack vectors based on connectionless pro-
tocols and identify three indicators that can simultaneously
cover various ILC attack variants, which enables a good
balance between attack coverage and monitoring overhead.

(2) On-demand and real-time defense based on accurate
identification of victim target. At the core of the
StateShield architecture, we design an ILC Event Monitor
with efficient data structures for detecting ILC attack
victims, and state-obfuscation-based defense components
that are activated on demand to protect these targets
under attack. The precise identification of ILC victims
allows the protected subnet to have real-time awareness
of the ILC attack situation, while the on-demand defense
mode minimizes the potential interference of defense with
normal traffic. Both detection and defense are designed to
run in the data plane in real time.

(3) Mitigating attacks by obfuscating the state of target
hosts while maintaining connectionless services. We
develop two novel defense components, i.e., Dynamic
Address Mapper (DAM) and ICMP Reply Agent (IRA),
which can mitigate major connectionless ILCs based on
state obfuscation without dropping packets. Specifically,
DAM is designed to mitigate UDP-based ILCs by
dynamically mapping the large source address space of the
UDP probing packets into a smaller but uncertain space
on the fly, which prevents attackers from triggering and
observing predictable state changes. DAM also ensures the
continuity of service for potential legitimate UDP requests
that may be mixed with the attack traffic by forwarding
the risk-eliminated packets to the target. For ICMP-based
ILCs, IRA mitigates the attacks by temporarily segregating
ILC victims from ICMP echo request probing packets. IRA
also maintains the service of ping for potential legitimate
clients by switch-generated reply messages on behalf of
the target under attack. Both DAM and IRA protect target
hosts by disrupting the attacker’s expected state changes
and confusing the attacker through state obfuscation.

We implement StateShield in the Barefoot Tofino2 switch
using P4 language. Our extensive experiments on a series
of state-of-the-art ILC attacks show that StateShield can
effectively detect and mitigate the ILC attack without causing
unintended dropping of legitimate packets. The defense of
StateShield is real-time, robust, and incurs neglectable latency.

Contributions. Our main contributions are the following:
• Based on the empirical study of attack vectors manipu-

lated by state-of-the-art connectionless ILCs, we propose
three indicators effective for detecting more than ten
variants of connectionless ILC attacks. By monitoring
these indicators, StateShield can simultaneously cover
various ILC attacks across multiple OSes with a moderate
monitoring scope (i.e., overhead), providing a basis for
triggering fine-grained mitigations.
• We propose StateShield, a novel in-network state-

obfuscation-based defense architecture based on pro-
grammable switches, enabling switches to protect hosts
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Fig. 2. Threat model.

from ILC attacks in real time. In StateShield, the ILC
Event Monitor module monitors the state of hosts, and
the state-obfuscation-based defense components thwart the
detected attacks on-demand simultaneously. The defense of
StateShield is OS-agnostic and end-host-transparent.
• We design two novel defense components (i.e., DAM

and IRA), which can effectively mitigate ILCs. These
defense components work by obfuscating the state of the
manipulated shared resources in the target host, which
can destroy the channels constructed by attackers without
dropping packets, thus preserving the services for potential
legitimate connectionless packets.
• We develop a StateShield prototype using the Tofino2

switch, making it the first defense system capable of
mitigating state-of-the-art connectionless ILC attacks.
Through extensive evaluation on over ten ILCs, StateShield
demonstrates high AUC and F1 scores for detection, while
effectively and robustly defending against attacks without
adverse impact on legitimate traffic.

II. BACKGROUND AND MOTIVATION

In this section, we introduce connectionless ILCs and the
limitations of traditional defenses.

A. Emerging Threats of Connectionless ILCs

Connectionless ILCs of our problem scope include network
covert channels and side channels over ICMP and UDP.

Connectionless Protocols. Unlike connection-oriented
TCP [12], both ICMP [13] and UDP [14] are connectionless
protocols. Attackers can easily craft ICMP and UDP packets to
probe any targets for malicious purposes. Since connectionless
packets have no states to maintain the connection context, it is
very difficult for stateful firewalls to determine the legitimacy
of connectionless packets, especially valid and acceptable
requests such as ping over ICMP, DNS request or QUIC initial
packet over UDP, etc.

Connectionless Information Leakage Channels. In our
context, information leakage channels (ILCs) refer to network
covert channels and side channels that attackers can leverage to
leak unauthorized secret information by manipulating network
protocols. In particular, we focus on connectionless ILCs,
i.e., ILCs over connectionless protocols (e.g., [1], [2], [3],
[4]), which are novel threats that distinguish themselves from
traditional ILCs. Unlike traditional ILCs (e.g., network covert
timing and storage channels [15], [16], [17], [18]) that are
extensively studied [11], [19], [20], [21], connectionless ILCs
are new types of attacks that existing solutions cannot address
them adequately (see Section II-B). Typical examples are listed
in Table I.

The procedures of connectionless ILC attacks are illustrated
in Figure 1. Typically, connectionless ILCs are constructed
with bursty or continuous packet sequences over connec-
tionless protocols, crafted to manipulate the state of shared
resources (e.g., variables such as IPID counter, ICMP rate
limit, etc.) in specific targets. Note that the target may
also use these shared variables to maintain the state of its
sessions with third-party clients, and the attacker’s goal is to
infer the communication state between the target and third-
party clients. In general, the attacker leverages two basic
operations to construct the ILCs. First, the attacker sends
sequences of probing packets (with source IPs spoofed at the
attacker’s discretion) over UDP or ICMP to trigger specific
state changes of the shared resources in the targets. Next,
the attacker sends one or several packets to the target and
then observes the state of the shared variables in the target
by examining the received responses from the target. Note
that in this operation, the attacker may use another receiver
host controlled by the attacker as illustrated in the covert
channel case in Figure 2(a), or alternatively, use its real IP
as illustrated in the side channel case in Figure 2(b). By
repeating and flexibly combining these two basic operations,
attackers can arbitrarily trigger state changes and observe state
changes of the shared variables in the target so as to infer
the communication state between the target and third-party
clients. Based on that, the attacker can establish a stable
channel that enables the leakage of information related to
the communication state between the target and third-party
clients. Note that each packet in ILC-related packet sequences
may appear no different from a normal connectionless packet,
but collectively, these packets can build up into attacks with
unexpected and severe consequences.

State-of-the-art connectionless ILCs have been shown to be
feasible in reality with severe consequences. For example:
• Covert Channels over UDP and ICMP. Klein [1] exploits

the vulnerabilities of the connectionless IPID generation
algorithms in mainstream OSes and proposes a series of
novel ILC attacks over UDP and ICMP (e.g., LE, LF,
WE, etc., as shown in Table I). The attacker controls a
sender and a receiver to cooperatively send ICMP or UDP
probing packets to the target host, and the information
is leaked through the manipulated IPID counter states.
Those attacks can lead to severe consequences with wide-
ranging impacts, e.g., leaking private and confidential
data, penetrating firewalls and breaking the isolation status
between networks, etc., posing threats with serious and
unexpected security consequences across multiple popular
OSes including Linux, Windows, OpenBSD, etc.
• Side Channels over ICMP. Feng et al. [2] proposes
a series of IPID side-channel attacks (VCD, CD, SI,
AI in Table I), which can be manipulated to infer
elements of TCP connections, enabling off-path attackers
to launch TCP hijacking against arbitrary Linux servers.
The author demonstrates that those attacks can be used to
detect and tear down an SSH connection and manipulate
web applications or BGP routing tables, causing serious
consequences.

B. Limitations of Traditional Defenses
We investigate the limitations of traditional defense in the

scenario of connectionless ILCs and find that existing defenses
are inadequate for defending against connectionless ILCs.
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TABLE I
ILC ATTACKS COVERED BY STATESHIELD PROTOTYPE

Vulnerability patching. Vulnerability patching, i.e., repair-
ing vulnerable protocols at OS kernel level, is a natural
solution proposed by researchers to address side channels [2],
[3], [4] and covert channels [1] vulnerabilities. However,
vulnerability patching is OS-specific without generality, and
its effectiveness highly depends on the cooperation of OS
vendors. As a delayed remedy, the time for the vulnerability
patching to take effect is usually long. Even worse, some
vendors did not take any actions for a long time after being
notified of the vulnerability [1]. Thus, vulnerability patching
is not enough to mitigate ILCs adequately.

One typical example is IPID randomization at OS kernel
level. Although RFC6274 [22] proposed IPID randomization
as a possible security improvement in 2011, a large-scale
measurement by Salutari [23] 7 years later showed that only
2% of hosts use random IPID, which indicates that IPID
randomization is not widely adopted by OS vendors and the
real-world adoption rate of randomized IPID remains low
and grows very slowly. In addition, IPID randomization risks
disrupting the intended protocol semantics of the IPID field,
which can lead to a higher rate of malformed or dropped
packets due to possible IPID collisions according to [1].

Filtering-based defenses. Filtering-based defenses (e.g.,
IP blocklisting, filtering ICMP traffic, etc.) are frequently
used in defenses against network attacks, e.g., traditional
scanning [24] and DDoS [7], [8]. By tracking the behavior
of source IPs by methods such as Bro [24], malicious
source IPs will be flagged and added to the IP blocklist for
filtering. However, filtering-based defenses are not suitable for
connectionless ILCs, because connectionless ILCs are often
launched over ICMP and UDP packets with spoofed source
IP addresses, and the attack source is difficult to trace. In ILC
attacks, the intensity of traffic sent from each spoofed source
IP can be very low (e.g., one or several packets per spoofed
IP), which makes it fall far below the threshold for adding
those IPs to the blocklist. Worse still, since attackers can spoof
arbitrary source IP addresses (including the IP addresses of
legitimate clients), attackers may easily induce filtering-based
defenses to filter traffic originating from legitimate clients by
spoofing legitimate clients’ packets for probing.

Drop-on-detection defenses based on anomaly detection.
Existing ML-based anomaly detection methods [5], [6]
primarily focus on detecting attacks and typically only propose
dropping packets or flows marked as anomalous as a defense
strategy [5]. This approach can lead to unintended dropping
of legitimate packets, particularly in the context of ILC
attacks, where attacker can spoof the active legitimate client’s
IP to probe the target. Despite existing ML-based detection
techniques being capable of identifying anomalous traffic
with spoofed source addresses, they overlook a critical aspect
in novel ILC scenarios: attackers deliberately spoofing the
addresses of active legitimate users to send probing packets to
the target host, thereby inducing the defense system to trigger
filtering mechanisms against legitimate users. For instance,
legitimate packets may be mistakenly dropped when they share
the same flow as spoofed attack packets. Our analysis in
Appendix A demonstrates this issue.

III. PROBLEM STATEMENT

In this section, we introduce threat model, attack coverage,
deployment scenarios, and defense Challenges.

Threat Model. Our threat model is generally consistent
with the threat models of both [1] and [2]. We consider
both side channel and covert channel scenarios as shown in
Figure 2. We focus on connectionless ILC attacks, which
involve excessive probing over connectionless ICMP and UDP
against victim destinations (i.e., the targets). The goals of the
adversary can be diversified, e.g., probing the state of shared
variables of the target (e.g., IPID counter, ICMP rate limit, etc.)
to construct various covert-channel or side-channel attacks
listed in Table I. The adversary’s goals can also be triggering
specific states to launch other potential attacks with excessive
ICMP or UDP-based probing. Our threat model takes into
account powerful adversaries with the following capabilities:
(1) The attacker may have the capability to spoof arbitrary
source IP addresses. (2) The attacker may have compromised
some hosts in the internal network of the protected targets.

We assume that StateShield has access to ICMP and
UDP traffic data collected by operators to learn the normal
behavior of ICMP and UDP, from which StateShield can

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: Tsinghua University. Downloaded on March 26,2025 at 02:39:00 UTC from IEEE Xplore.  Restrictions apply. 



LI et al.: StateShield: REAL-TIME DEFENSES AGAINST INFORMATION LEAKAGE 5

learn appropriate thresholds for attack detection. We assume
the programmable switch that runs StateShield cannot be
compromised by the adversary.

Attack coverage. StateShield’s primary focus is to
enable real-time mitigation against connectionless ILCs while
incurring minimal unintended dropping of potential legitimate
packets. As an initial step, our prototype can mitigate more
than 10 state-of-the-art ILCs (as listed in Table I) which
manipulate the attack vectors of excessive ICMP or UDP
probing.

Note that the following attacks are not in our scope:
(1) Attacks that do not rely on attack vectors over ICMP and
UDP; (2) Attacks that can be conducted with only a single
or very few numbers of packets, which present no anomalous
patterns at all. (3) Attacks that are volumetric, which fall into
the category of DDoS.

Deployment Scenario. We envision StateShield to be
deployed on the border switch of an internal network
or demilitarized zone (DMZ). The StateShield switch is
connected to protected targets such as hosts, firewalls, virtual
machines, and containers. Typical deployment scenarios are
shown in Figure 2. Note that the operator can specify all
subnet machines or only add those leakage-sensitive machines
as StateShield-protected targets, e.g., servers hosting sensitive
services or confidential data. Since firewalls are already known
as victims of information leakage channel attacks [1], they are
also included as the protected targets of StateShield.

Challenges. Challenge I: The Stealthy Nature of ILCs. ILCs
are carried out with low bandwidth consumption and low
rates, which are very stealthy and differ significantly from
volumetric attacks (e.g., DDoS). The stealthy nature of ILCs
makes them challenging to detect.

Challenge II: Indeterminate Legitimacy of Connectionless
Packets. Connectionless ILCs are difficult to defend because
they use valid ICMP and UDP packets for probing, making it
nearly impossible to determine packet legitimacy.

Challenge III: Unidentifiable Attack Source and Risk of
Unintended Dropping of Legitimate Packets. Due to the heavy
utilization of IP spoofing, attackers conceal their locations
highly covertly, making defenses targeted at attack sources
ineffective. Even worse, ILC attackers can spoof legitimate
users’ packets to probe the target, increasing the risk of the
defense mistakenly dropping packets from legitimate clients.

IV. STATESHIELD DESIGN OVERVIEW

A. Design Principles

Core Idea. Our core idea is to design a defense system
deployed on programmable switches, enabling them to
monitor potential ILC attacks and launch real-time protection
measures, thus protecting multiple hosts simultaneously and
achieving end-host-transparent defense. Taking into account
the limitations of existing solutions and the challenges posed
by connectionless ILCs, we present StateShield, a novel
defense based on efficient monitoring of ILC attack events and
on-demand state-obfuscation-based defenses without dropping
packets. Upon detecting ILC attack events, StateShield
obfuscates the states corresponding to the ILC packet
sequences, thereby destroying the attacker’s channel. Unlike
OS vulnerability patching solutions, this state-obfuscation-
based defense confuses the attacker by making the target’s

state changes uncertain, blurry, and unpredictable, thus
preventing the attacker from obtaining expected information.

To design defenses tailored for ILCs, we envision the
following key properties: (1) The defense should minimize
the unintended dropping of legitimate packets. This ensures
that security operators do not have to worry about potential
negative consequences, such as dropping legitimate traffic,
even in the presence of false positives. (2) The defense should
actively maintain normal services for legitimate packets during
the defense process. We argue that defenses preserving service
continuity (i.e., service-preserving) are particularly suitable
for ILC scenarios. ILCs are stealthy, non-volumetric, and can
be launched easily by attackers at low cost. In such cases,
high-cost defenses that indiscriminately discard traffic, like
those used to mitigate DDoS attacks, are not optimal. Instead,
defenses that can effectively mitigate attacks while remaining
friendly to legitimate traffic are more desirable.

Intuition and Observations for State-obfuscation-based
Defenses. State-obfuscation-based defense originates from
this observation: the success of an ILC attack depends on
triggering specific state changes of the shared variable in the
target by sending ILC probing packet sequences. By designing
defenses that can obfuscate the states of the shared variable
in an unexpected way, we can eliminate the risk factors in the
ILC packets, confusing the attacker and preventing them from
inferring meaningful information (i.e., breaking the conditions
for constructing ILCs).

In addition, we observe that packets of connectionless
ILCs can be classified into two categories: packets with data-
exchange purposes (e.g., DNS or QUIC requests over UDP)
and packets with diagnostic or notification purposes (e.g.,
ICMP echo requests). Since UDP and ICMP are very different
in protocol semantics and network functions, our intuition
is to design fine-grained defense components for each of
them respectively, so as to fulfill the following missions:
(1) Obfuscating the state of the channel in order to thwart
the attacks. (2) Ensuring that legitimate request packets mixed
with the ILC traffic receive the deserved responses so as to
minimize the potential side effects of defense.

B. StateShield Architecture
StateShield consists of four modules that collaborate to

achieve real-time detection and mitigation, shown in Figure 3.
It has two logical steps: detection and mitigation.

Detection. We design Threshold Selection Module in the
control plane and ILC Event Monitor in the data plane for
detection.
• Threshold Selection. To boost detection accuracy,

we design the Threshold Selection Module in the control
plane for learning suitable thresholds for online detection.
In particular, we use unsupervised models to learn the
normal ICMP and UDP behavior in an offline training
mode, through which the thresholds for judging abnormal
states can be carefully selected (see details in Section V-C).
• ILC Event Monitor. To identify ILCs, we design the

ILC Event Monitor in the data plane for detecting packet
sequences with ILCs from the inbound traffic. It constantly
monitors the indicators that can track the ILC-related states
of protected targets in real time. To adapt to programmable
switches with limited resources, we use indicators that
can cover multiple attack variants for monitoring (see
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Fig. 3. StateShield architecture.

TABLE II
OVERVIEW OF STATESHIELD DEFENSE SYSTEM

details in Section V-A) and efficient data structures as our
detectors (see details in Section V-B). Once an ILC attack
is detected, ILC Event Monitor will trigger the defense
modules to immediately activate the protection measures
for the target under attack.

Mitigation. We design two defense components based on
state obfuscation in the data plane and a Configuration Module
in the control plane for mitigation.
• Configuration Module. The Configuration Module is
mainly responsible for updating configurations (e.g., hash
functions used in the data plane), and dynamically enabling
or disabling defense components in real-time and on-
demand based on the current state of attack occurrence and
termination. For example, once ILC Event Monitor detects
a risky state appearing in a target (i.e., any of the indicators
are higher than the threshold), it will send a digest
to the control plane to activate corresponding defense
components to protect the target host. Upon receiving the
signal, Configuration Module adds the IP of the target host
under attack into the host list with activated defense, so that
the connectionless packet sequences with ILCs destined to
the target will be processed by defense components first
before being forwarded to that target. Once the attack is no
longer detected, the Configuration Module can effortlessly
remove the activated entry for that host. Subsequently, the
programmable switch will terminate the activated defense
measures applied on the connectionless packets sent to
the target and only function as a traffic forwarder for that
target, making the defense on-demand.
• Defense Components based on State Obfuscation. We
design two defense components based on state obfuscation,
i.e., Dynamic Address Mapper (DAM) and ICMP Reply
Agent (IRA), as illustrated in Figure 3. The defense
components are responsible for providing on-demand
and real-time defense against ILCs for targets under
attack. Specifically, for packet sequences with ILCs that
interact with the target for data exchange (e.g., DNS
or QUIC requests over UPD), we use Dynamic Address

Mapper to eliminate the risk state of packet sequences
before forwarding the packet sequences to the target.
For packet sequences that interact with the target for
diagnostic or notification functions (e.g., ICMP echo
requests), we use ICMP Reply Agent to segregate the target
from the persistent probing while generating informational
responses by the switch. Both components are designed to
maintain responses for potential legitimate connectionless
requests as much as possible. We will introduce details of
the defense components in Section VI.

Based on the proposed architecture, we develop a defense
system with its overview shown in Table II, which is the
first defense system that follows the proposed design goals
and architecture. In particular, we propose indicators with
high coverage that can cover various ILC attacks and design
efficient detectors for monitoring in the data plane (i.e.,
Section V). Then, we develop two novel on-demand defense
components that do not incur unintended dropping (i.e.,
Section VI). In the next two sections, we will present the
details of our key designs.

V. EFFICIENT MONITORING OF ILC EVENTS

In this section, we introduce StateShild’s components for
efficiently monitoring ILC attacks. We first introduce the
indicators we propose for monitoring, then introduce detectors
in the data plane, with a focus on the MultiBitmap-AND
Counter newly designed for the counting task in our scenario.
Finally, we introduce the threshold selection module in the
control plane.

A. Attack-Sensitive Indicators With High Coverage
Due to the limited resources of the switches, we carefully

select attack-sensitive indicators that can cover multiple ILC
variants so as to detect attacks as extensively as possible with
moderate monitoring overhead. To achieve that, we investigate
the possible attack vectors for constructing connectionless
ILCs (see the fourth column of Table I). Specifically, we focus
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on the shared attack vectors that are repeatedly used in
multiple attacks, from which we identify indicators that are
representative and effective for detecting a wide range of
attacks, as shown in Table II. These attack-sensitive indicators
will deviate significantly from their values under normal traffic
conditions when an ILC attack occurs. Therefore, detecting
the abnormal states of these indicators can help uncover
potential ILC attacks behind the indicator anomalies. We
propose three indicators with high coverage of connectionless
ILCs as follows:
• Distinct UDP SrcIPs per DstIP.2 This indicator is used
to monitor the shared attack vector Excessive UDP Probing
with Numerous Spoofed SrcIPs that leads to the abnormal
state of UDP SrcIP Storm of packet sequences. The attack
vector is repeatedly used in ILCs such as Linux Exfiltration
(LE-1 to LE-4), Linux Alias Resolution (LA-1a to LA-
1c), Windows Exfiltration (WE-1, WE-2), Windows Alias
Resolution (WA-1a, WA-1b) described in [1], etc.
• Distinct ICMP SrcIPs per DstIP. This indicator is
used to monitor the shared attack vector Excessive ICMP
Probing with Numerous Spoofed SrcIPs that leads to the
abnormal state of ICMP SrcIP Storm in packet sequences.
The attack vector is repeatedly used in ILCs such as Linux
Firewall Piercing attacks (LF-1 and LF-2 described in [1]),
and Victim Client Detection (VCD) attack described in [2],
etc.
• Number of ICMP Packets per DstIP. This indicator

is used to monitor the shared attack vector Excessive
ICMP probing with One or Few SrcIPs that leads to the
abnormal state of Persistent ICMP Probing. The attack
vector is repeatedly used in ILCs such as OpenBSD
Firewall Piercing attacks (OF-1, OF-2, OF-3 described
in [1]), and side channel variants including CD, Sequence
Inference (SI), and ACK Inference (AI) described in [2],
etc.

Note that the proposed indicators are derived from
ILC attack vectors and highly correlated with ILC attack
behavior. By monitoring each of the attack-sensitive indicators
and identifying anomalies in them, StateShield can unveil
potential ILC attacks against protected targets and trigger the
appropriate defenses accordingly.

B. Efficient Detectors in the Data Plane
To achieve efficient monitoring in the data plane, we use

efficient probabilistic data structures as detectors of ILC
Event Monitor: the Count-Min sketch [25] for counting the
Number of ICMP packets per DstIP, and a newly designed
MultiBitmap-AND Counter for counting the Number of
Distinct SrcIPs per DstIP for ICMP and UDP.

MultiBitmap-AND Counter. Inspired by Linear-time
Probabilistic Counting [26] and Direct Bitmap [27], we design
a new probabilistic data structure i.e., MultiBitmap-AND
Counter, to count the number of unique UDP SrcIPs and ICMP
SrcIPs sent to the targets, which is well-suited to our scenarios
and feasible to implement in programmable switches. The data
structure of MultiBitmap-AND Counter is shown in Figure 4.
It consists of r rows (corresponding to r hash functions) and w
buckets for each row, and each bucket is a bitmap with n bits

2DstIP denotes the destination IP, SrcIP denotes the source IP, and IP Storm
is used to describe a sudden surge in the quantity of IP addresses.

Fig. 4. MultiBitmap-AND counter.

that records the distinct SrcIPs that reach the bucket. For each
incoming packet, we first map the destination IP to one bucket
of each row through the row hash functions, then calculate the
bit position by the source IP through the bitmap hash function,
and set the corresponding bits of r bitmaps to 1. Note that for
all bitmaps, we use the identical bitmap hash function. For the
result of a specified destination IP, MultiBitmap-AND Counter
requires performing a bitwise AND operation among its r
bitmaps to obtain the final bitmap. As illustrated in Figure 4,
when a certain source IP has been recorded in all r bitmaps,
the final bitmap’s corresponding bit will be set to 1. Note that
the bitwise AND operation can reduce counting errors caused
by multiple destination IP sharing the same bitmap.

Finally, we derive the estimated number of distinct SrcIPs
reaching the destination IP (target host) based on the formula
Ŝ = n ln(n/Z) [26], where n represents the bitmap size,
and Z represents the number of bits that are set to 0 in the
final bitmap. We present the theoretical analysis in Appendix
B in the Supplementary Material.

Algorithm of MultiBitmap-AND Counter. For an
incoming packet, Algorithm 1 shows how the MultiBitmap-
AND Counter completes the update and returns the number
of unique source IPs sent to the target. For r different bitmaps,
we use the same HASH function (HASH) to locate the bit
index (Idx) occupied by the packet’s source IP and then set
the corresponding bits to 1 to complete the counter update
(line 12∼19). Since it is difficult to implement bitwise AND
operation in the data plane, we use a MIN operation on the
r bitmaps to get a course-grained estimation of the bitwise
AND count value (line 17∼18, note that the count value
obtained by the MIN operation is greater than that obtained
by bitwise AND operation). If the estimated value is larger
than the detection threshold, StateShield will send a Digest
(line 21∼22) to the control plane for triggering a more
precise bitwise AND operation on the r bitmaps (line 23∼28)
and returning the final result(line 29∼30). Since our defense
strategy also needs to be triggered through the Configuration
Module in the control plane, this computing mode which
involves prejudging in the data plane and reconfirmation in
the control plane, does not affect the real-time property of the
defense triggering.

C. Threshold Selection in the Control Plane
Establishing appropriate thresholds that can effectively

distinguish between the normal and abnormal states of attack-
sensitive indicators is crucial for accurately identifying ILC
attack events. In our problem domain, the most notable
characteristic of connectionless ILC attacks is the abnormal
deviation in our three proposed monitoring indicators,
closely associated with excessive ICMP and UDP probing.
To address this, we employ K-Means as the unsupervised
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Algorithm 1 Operations on MultiBitmap-AND
Counter

1 Pkt ← ICMP or UDP packets sent to a target host.
2 r ← Number of hash functions HASH_fi in

MultiBitmap-AND Counter, i ∈ (1, r).
3 w ← Output size of HASH_f in MultiBitmap-AND

Counter.
4 BitMapij ← Bitmaps for MultiBitmap-AND Counter,

i ∈ (1, r), j ∈ (1, w).
5 n ← The Bitmap size.
6 HASH ← Hash function for Bitmaps.
7 BMapCountij ← The number of bit 1 of each

Bitmap, i ∈ (1, r), j ∈ (1, w).
8 Function UpdateCounter(Pkt):
9 //data plane

10 MinV alue = n
11 digest = [Pkt.proto, Pkt.dstIP ]
12 for i ∈ (1, r) do
13 j =

HASH_fi.get(Pkt.proto, Pkt.dstIP ) % w
14 Idx = HASH.get(Pkt.srcIP ) % n
15 if BitMapij [Idx] == 0 then
16 BMapCountij += 1
17 if MinV alue > BMapCountij then
18 MinV alue = BMapCountij

19 BitMapij [Idx] = 1
20 digest.append(j)

21 if MinV alue > threshold then
22 sendDigest(digest)

23 //control plane
24 if getDigest() then
25 temp_BitMap = 2n − 1
26 for i ∈ (1, r) do
27 j = digest[i + 2]
28 temp_BitMap =

temp_BitMap & BitMapij

29 Z = countBitZero(temp_BitMap)
30 return n ln(n/Z)

learning technique to learn the normal states of the selected
monitoring indicators from benign traffic. This method
is chosen due to its simplicity, computational efficiency,
interpretability, and proven effectiveness in various anomaly
detection applications [5]. The clusters formed by K-Means
are straightforward to interpret: each cluster center represents
a typical pattern of benign traffic, and the distance from
data points to these centers provides a clear metric for
identifying anomalies. This interpretability is crucial for
setting understandable and justifiable threshold values. The K-
Means model is trained using traffic data representing benign
ICMP and UDP behavior. It learns cluster centers and assigns
data points to clusters based on these benign traffic samples.
This information is then used to establish appropriate anomaly
detection thresholds for each of the proposed indicators,

helping to detect potential attack events behind abnormal
states.

To evaluate our detection method’s performance across
common scenarios, we employ benign traffic data collected
from the MAWI dataset [28] as the training dataset for
our experiments. This choice is due to the extensive benign
traffic available from MAWI, which makes it well-suited for
capturing the general patterns of normal ICMP and UDP
behavior so as to establish reasonable thresholds for anomaly
detection. Note that in real-world deployments, the training
dataset can be substituted with actual subnet traffic to establish
domain-suited thresholds, particularly when the protected
subnet’s ICMP and UDP behavior exhibits distinctive patterns.
Besides, regular threshold updates can be performed through
retraining to accommodate changes in traffic patterns.

VI. DEFENSE COMPONENTS IN THE DATA PLANE

In this section, we introduce our two defense components
in the data plane.

A. DAM for Mitigating UDP-Based ILCs
We design Dynamic Address Mapper (DAM), which can

mitigate UDP-based ILCs that manipulate the attack vector
of Excessive UDP Probing with Numerous Spoofed SrcIPs,
covering attack variants such as LE, LA, WE, WA (as listed
in Table I), etc. Note that the success of those attacks depends
on the continuous IPID consumption caused by the large space
of SrcIPs over UDP probing packets.

DAM includes a series of operations on the switch to
eliminate the risk state of these ILC packet sequences before
forwarding them to the target, destroying the ILCs while
ensuring data exchange for UDP requests from potential
clients. Specifically, DAM constructs a dynamic bidirectional
IP transform table for address compression and restoration.
It dynamically maps the large source address space of attacker-
crafted incoming UDP packets into a smaller and uncertain
source address space before forwarding them to the target.
This process significantly reduces the extensive source address
space created by the attacker, thereby avoiding the aggressive
consumption of the target’s IPIDs. By doing so, DAM
obfuscates the state of the shared IPID counter in the target,
preventing the attacker from constructing a stable channel.

Design Challenges. Given the limited resources of
programmable switches, it is challenging to design a defense
component that achieves the following purposes at the
same time: (1) Compressing the large and unknown SrcIPs
space dynamically on the fly to break the condition for
attack success; (2) Ensuring restorable mapping of IP
for the target-responded packets to persistently maintaining
the communication of potential legitimate UDP packets.
(3) Ensuring the unpredictability of IP mapping to fully thwart
the ILC and avoid potential exploit of DAM itself.

Ensuring the unpredictability of IP mapping. Even
though the address compression thwarts the SrcIP-Storm-based
ILC attacks, there is a risk that a strong adversary might
try to exploit DAM itself for other unknown side channels,
given that the address space after compression is smaller
and IP collision are more likely to happen. To mitigate this
risk, we propose two mechanisms to make the IP mapping
relationship unpredictable: random update of hash functions
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Fig. 5. Dynamic address mapper.

used for IP mapping and random switching of virtual IP pools
for address mapping periodically. With these two mechanisms,
each spoofed source IP address crafted by attackers will be
mapped to an uncertain virtual IP in DAM, which introduces
an extra layer of uncertainty and unpredictability in IPID
generation.3 With such an uncertain IP mapping relationship,
it will be difficult for attackers to exploit DAM for other
potential side channels. Note that the random update of hash
functions and the virtual IP pools used in the data plane can be
configured through Configuration Module in the control plane.

Design Details of DAM in programmable switch. To fit
into the resource-constrained switch data plane, we design
DAM as a dynamic and efficient probabilistic data structure
through registers. Figure 5 shows how DAM compresses the
unknown and large SrcIPs space of incoming UDP probing
packets into a small virtual IP address space and how it
restores the original SrcIPs from the virtual IPs in UDP
responses from the target. Note that the virtual IP address
space can be specified as arbitrary private IP address spaces
that have no overlap with the address space of both the
protected subnet and possible incoming packets. The table
consists of 2n buckets, with each bucket storing the original
source IP, source port, and current timestamp of incoming
packets that are mapped to it. The index of the bucket
implicitly contains the virtual source IP and virtual source port
pair. An index is a binary number consisting of n bits, where
the high k bits specify the virtual IP and the low l bits specify
the virtual port. Specifically, the high 32−k bits of the 32-bit
virtual IP can take a fixed number, while the low k bits are
specified by the high k bits of the index. Similarly, the high
16− l bits of the 16-bit virtual port can take a fixed number,
while the low l bits are specified by the low l bits of the index.
Thus, the compressed source IP space of the incoming packets
will be 2k. To address the problem of bucket exhaustion due
to the limited resource of the data plane, we set a time limit
Texpire for each packet to occupy a bucket.

For incoming packets (pkt1 and pkt2), a hash function is
used to map their source IPs and source ports to a numeric
space of 1∼2n to locate the bucket (Idx) that can store their
original information. If the bucket specified by the Idx is empty
(for example, pkt2 is mapped to bucket 3, as shown in Figure 5
), we will record the current timestamp, packet source IP, and
source port to the bucket. Then, the source IP and port of the
original packet are replaced with a unique virtual source IP and

3As shown in Appendix C in the Supplementary Material, our case study
on Linux shows that when hash function and virtual IP pool change, the
mapping relationship between a source IP address crafted by the attacker and
its corresponding Linux IPID counters becomes unpredictable.

port pair generated by the bucket index. When hash collisions
occur and the specified bucket is already occupied (as with
pkt1 mapped to bucket 4.), further check of the bucket content
is required to determine whether the packet’s address can be
transformed: (1) When (TS_current - TS_bkt) > Texpire

which indicates that the bucket occupancy has timed out, the
new incoming packet can overwrite the old one; (2) when
the source IP and port pair in the bucket are the same as
those in the incoming packet, the incoming packet can still use
the virtual IP and port pair specified by the index; (3) when
an incoming packet hits a currently occupied and not expired
bucket, it will be allowed to pass through unmodified (i.e.,
normal forwarding).

For packets from the protected target (pkt3 and pkt4),
we determine whether the response packets need to be
translated back by checking whether the destination IPs belong
to the virtual IP space. For pkt4, which has not undergone IP
translation, it will be forwarded directly in a normal manner.
For pkt3, we calculate the index of the bucket that holds the
original destination IP and port based on the last k bits of the
virtual destination IP and the last l bits of the virtual port.
Then we replace the destination IP and port with the IP and
port stored in the bucket and forward the packet based on the
restored address accordingly.

With these designs and appropriate parameter setting for
Texpire, DAM can achieve the robust IP space transformation
and restoration in a way that effectively mitigates correspond-
ing ILCs even with the constraints of limited data plane
resources, as demonstrated in Sections VII-C and VII-E.

Algorithm of DAM. Algorithm 2 shows the detailed
operations of the DAM. We use three different registers to
store timestamps, source IP addresses, and ports, respectively.
Each of these registers has 2n buckets, which means that 2n

different source IP and port pairs can be stored.
For an incoming packet (line 10∼12), we calculate the

mapping position (Idx) of the packet source IP and port pair in
the IP Transform Register and then use the index to generate
the virtual IP and virtual port for the packet (line 17∼19).
If the buckets specified by the index are empty or occupied by
the previous hashed packet for a time value larger than Texpire,
we will update the timestamp and record the packet source IP
and port pair to corresponding registers (line 21∼24). And the
source IP and port of the current packet will be replaced with
virtual IP and virtual port (line 25∼26). For other conditions,
the current packet can use the virtual IP and virtual port when
the previous hashed packet is itself.

For a packet from the protected host, if the packet has
undergone address translation, we will extract the index of the
IP Transform Register (line 36∼37) according to the packet
destination IP and port and read the source IP and port stored
in the buckets specified by the index (line 38∼39). Then we
replace the virtual IP and virtual port of the packet with the
original source IP and port (line 40∼41).

B. IRA for Mitigating ICMP-Based ILCs

We design ICMP Reply Agent (IRA), which can mitigate
ICMP-based ILCs that manipulate the attack vector of
Excessive ICMP Probing with ICMP echo request messages,
covering attack variants such as LF, VCD, OF, CD, SI, AI (as
listed in Table I), etc.
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Algorithm 2 Operations of DAM
1 Pkt ← UDP packets sent to or originated from a target host.
2 IP_Transform_Reg_TS ← IP Transform Register for

Timestamp, 2n buckets.
3 IP_Transform_Reg_IP ← IP Transform Register for Src IP,

2n buckets.
4 IP_Transform_Reg_Port ← IP transform Register for Src

Port, 2n buckets.
5 Fix_IP ← The fix IP prefix of the virtual IP.
6 Port_offset ← A fixed value added to each virtual port.
7 k & l, n = k + l ← k bits are used for virtual IPs (2k), and l

bits are used for virtual ports (2l).
8 HASH ← Hash function for three IP_Transform_Regs.
9 Texpire ← The time that each bucket can be continuously

occupied.
10 if Pkt.dstIP == target.IP then
11 INTransform(Pkt, IP_Transform_Reg_TS,
12 IP_Transform_Reg_IP, IP_Transform_Reg_Port)

13 if Pkt.srcIP == target.IP then
14 OUTTransform(Pkt, IP_Transform_Reg_TS,
15 IP_Transform_Reg_IP, IP_Transform_Reg_Port)

16 Function INTransform(Pkt, IP_Transform_Regs):
17 Idx =

(HASH.get(Pkt.srcIP, Pkt.srcPort))[(n− 1) : 0]
18 virtual_IP = Idx[(n− 1) : l]
19 virtual_Port = Idx[(l − 1) : 0]
20 reg_TS = IP_Transform_Reg_TS[Idx]
21 if reg_TS == NULL or

reg_TS < (TS_now − Texpire) then
22 IP_Transform_Reg_TS[Idx] = TS_now
23 IP_Ttransform_Reg_IP [Idx] = Pkt.srcIP
24 IP_Ttransform_Reg_Port[Idx] = Pkt.srcPort
25 Pkt.srcIP = Fix_IP + virtual_IP
26 Pkt.srcPort = Port_offset + virtual_Port

27 else
28 reg_srcIP = IP_Ttransform_Reg[Idx]
29 reg_srcPort = IP_Ttransform_Reg_Port[Idx]
30 if reg_srcIP == Pkt.srcIP and reg_srcPort

== Pkt.srcPort then
31 Pkt.srcIP = Fix_IP + virtual_IP
32 Pkt.srcPort = Port_offset + virtual_Port
33 IP_Transform_Reg_TS[Idx] = TS_now

34 Function OUTTransform(Pkt, IP_Ttransform_Regs):
35 if Pkt.dstIP [31 : k] == Fix_IP then
36 Idx[n− 1 : l] = Pkt.dstIP [k − 1 : 0]
37 Idx[l − 1 : 0] = Pkt.dstPort[l − 1 : 0]
38 reg_srcIP = IP_Transform_Reg_IP [Idx]
39 reg_srcPort = IP_Transform_Reg_Port[Idx]
40 Pkt.dstIP = reg_srcIP
41 Pkt.dstPort = reg_srcPort

IRA mitigates the ICMP-based ILCs by segregating
excessive ICMP echo request packets sent to probed targets
and preserves the ping service by providing ICMP echo reply
messages on behalf of the targets. This segregation ensures
that the shared resources (i.e.,, IPID counters) of the probed
target are not affected by ICMP probing, thereby thwarting
the ILCs. With IRA, the ping requests of potential legitimate
clients during an attack are guaranteed to receive the deserved
ICMP echo replies. Since the function of ICMP echo request
is to inform the reachability of the target, it is feasible for
the switch connected to the target to temporarily generate the

ICMP echo reply on behalf of the target when it’s under attack.
The IPID of switch-generated ICMP echo reply messages can
be specified according to RFC 6864 [29] to ensure consistent
and reliable handling of the IPID field. Note that IRA only
generates the ICMP echo replies on-demand for ICMP echo
requests detected as ILCs, and does not involve packets
of other protocols. Like DAM, IRA remains inactive when
no attacks are detected, operating on-demand to protect a
specific target during an ongoing attack based on real-time
identification of ILC victims.

VII. EVALUATION

In this section, we evaluate StateShield extensively to
answer the following questions:
• Can StateShield detect ILC attacks with good accuracy?
• How well does StateShield mitigate various ILC attacks?
• Does StateShield preserves the service of legitimate

connectionless packets when activating defense?
• How robust is StateShield’s defense when varying the

intensity of background traffic or StateShield’s parameters?
• Can StateShild mitigate the attacks in real-time? Does

StateShield incur extra latency of switching?

A. Experiments Overview

In this section, we introduce the experiment overview.
Evaluation outline. We evaluate StateShield extensively

in the following aspects: detection accuracy, mitigation
effectiveness, unintended dropping of legitimate packets,
defense robustness, and time overhead. We list all attacks
we evaluated in Table III. As is shown in Table III,
our extensive experiments demonstrate that StateShield can
effectively mitigate more than 10 types of ILCs, and achieves
damage-free property when mitigating the attacks. StateShield
is robust in mitigation effectiveness under various intensities
of background traffic. Besides, StateShield reacts to attacks in
real-time, and its defense incurs neglectable latency.

Prototype Implementation. We implement StateShield
prototype on Barefoot Tofino2, with switch functions by P4-
16 and controller by Python. In MultiBitmap-AND Counter, r
is set to 3, w is 1024 and each bitmap has 1024 bits. DAM
is implemented as 2n buckets, with n regularly set as 16 (i.e.,
65,536 pairs of virtual IPs and virtual ports for mapping).
We use the high 7 bits of the bucket index to specify virtual
IPs and the low 9 bits to specify virtual ports.

Testbed. We conducted attack and defense experiments
in a realistic campus network testbed, comprising an Intel
Tofino2 switch connected to three servers for experiments and
additional machines generating real-world background traffic.
The first server (denoted as Sa) acted as both the attacker
and the response collector for spoofed packets. The second
server (denoted as St) was the protected target. To analyze
the responses of St to packets with spoofed source addresses,
we programmed the switch to forward St’s responses for
spoofed packets with non-existing source addresses to Sa

for experimental analysis. The third server (denoted as Sl)
generated legitimate requests to St and collected responses
from it. We ran various real services (e.g., HTTP, SSH, DNS)
on the target server to verify the effectiveness of StateShield’s
defense in different real service scenarios.
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TABLE III
EVALUATED ATTACKS, DEFENSE EFFECTIVENESS METRICS, AND STATESHIELD’S OVERALL PERFORMANCE

Real-world ILC Attack Launching. We used Python and
the Scapy library to construct and send packets, launching
realistic ILC attacks. To ensure these attacks were effective,
we employed several techniques: utilizing multithreading
techniques to accelerate the probing process, allowing rapid
scanning of potential target ports and sequence number
ranges (Side Channel) and quickly consuming the target
host’s IPID space (Covert Channel); precisely controlling
packet sending intervals to ensure stable and observable
signal transmission (e.g., in LE attack); and varying packet
attributes to enhance stealthiness and avoid detection by
network security mechanisms, etc. For each reproduced
attack, the packet sending rates and packet sequence scales
were implemented following the descriptions in the original
attack papers [1], [2]. To fully evaluate the effectiveness of
StateShield, our experiments covered the attack variants with
the strongest Sender in [1].

Real-World datasets for Evaluation. To evaluate
StateShield’s effectiveness in real-world scenarios, we used
tcpreplay tool to replay real-world internet or data center
traces as background traffic. This included traffic from
the MAWI [28] internet backbone and two campus data
centers [30]. Note that ILC attacks launched within high-
quality real-world internet or data center background traffic
closely mirror the coexistence of attack and normal traffic
in actual network environments, making the evaluation more
realistic.

Data Collection. We used the tcpdump tool on both attacker
and target server to capture all inbound and outbound traffic,
assisting in analyzing and evaluating the effectiveness of the
attacks and defenses.

B. Evaluating Detection Accuracy

We validate that StateShield can identify various ILCs
among high-speed traffic from massive benign users. This
enables the defense module to effectively mitigate such threats.

Baselines in Detection Evaluation. We establish eight
state-of-the-art detection methods in the literature. These
methods extract various features from flow [31], [34],
packets [6], [35], Sketch [8], and frequency domain [5], [33],
while applying ML [32], [36] or fixed rules [8] for detection.

We deploy the open-source methods without modification and
implement the closed-source systems which rely on specific
devices, with the hyper-parameters in their original papers.

Metrics. We mainly evaluate the accuracy by measuring
AUC and F1-score, as the metrics are widely used in related
studies [6], [32], [34], [35], [36], [37], [38]. Note that, these
metrics are directly related to other metrics (i.e., TPR, FPR,
Precision, and Recall) which allows us to eliminate the bias
on metrics [39]. To enable fair comparison, we evaluate the
metrics at the packet level, i.e., calculating the accuracy
metrics by comparing the ground-truth label and the assigned
label for each packet.

Results. As shown in Table IV, StateShield outperforms
eight baselines by detecting ten ILCs with 0.952 average
AUC and 0.895 average F1. In particular, StateShield achieves
the best performance (highlighted in green4) in AUC for
detecting attacks such as LE, LF, LA, WE/WA, OF, VCC,
CD, and AI. For F1, StateShield achieves the best results
in detecting LF, LA, WE/WA, OF and VCC. Despite
StateShield not achieving the best performance in a few
attack variants (e.g., in CD attacks, where the low attack
rate closely mimics normal traffic patterns leading to a
decrease in F1 value), it still achieves the best results in
most ILC attack variants, demonstrating its excellent capability
in detecting ILC attacks. One important reason for the
overall good detection performance of StateShield is the
utilization of the proposed attack-sensitive indicators and the
appropriate thresholds obtained by the Threshold Selection
Module.

Remark. This comparison with classical works is not
meant to emphasize the superiority of our approach over
theirs but rather to verify the effectiveness of StateShield’s
special design for the detection of ILCs, and also deepen
the understanding of the challenges in the context of ILC
detection. For example, some ILCs may evade detection due to
their stealthy nature, especially for methods that are designed
for volumetric attacks (e.g., Jaqen, an excellent solution for
ISP-centric DDoS defense). Note that we fully recognize the
good performance of these baselines in their specific scenarios.

4We highlight the best in green, worst in red, and values too small with
“-” in Table IV.
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TABLE IV
DETECTION ACCURACY OF STATESHIELD AND BASELINES ON 10 ILC ATTACKS

Fig. 6. Evaluation of effectiveness.

C. Evaluating Mitigation Effectiveness

We evaluate StateShield’s mitigation effectiveness
on attacks listed in Table III. Our experiments
demonstrate that StateShield can effectively mitigate these
attacks.

Metrics. The metric to evaluate the mitigation effectiveness
of each attack is attack-specific. StateShield thwarts each
attack by breaking its condition for the attack to succeed,
so the key for measuring the mitigation effectiveness of
StateShield is to measure whether the necessary condition
for attack success is broken with StateShield’s defense.
We summarize the condition for each attack to succeed
and the corresponding mitigation effectiveness metrics
in Table III.

Parameter setting for Texpire of DAM. Based on our
measurement of RTT distribution (see details in Appendix D in
the Supplementary Material), we set Texpire as 80 ms, which
is sufficient to cover the elapsed time for the switch to send an
address-converted packet to the target and the target to send
a response back to the switch. Note that the average RTT in
our testbed subnet is about 8ms.

Results. We elaborate the results with a focus on the
relatively complex attack variants (see Figure 6) .5

Figure 6(a) to Figure 6(c) show the effectiveness of
mitigating LE attack tested in four rounds. Figure 6(a) shows
the distribution of the increase in each IPID counter of the
target when the defense is turned on. It shows that for the
14,000 spoofed IPs sent by the attacker in each round, most
of the IPID counters are only triggered with an increase of
4. Note that the condition for attack success requires each
IPID counter to increase by at least M (with M = 6) [1],
which indicates that the attack has failed. It can be seen from
Figure 6(b) that 80% of the packets from the attacker have
undergone address compressor, and only about 2% of the
spoofed IPs can trigger IPIDs to increase continuously over 6.
Figure 6(c) shows the bit error rate of the covert channel when
the defense is turned on and off. Compared with the 0.1% error
rate (calculated based on the original paper [1]) when there
is no defense, StateShield can increase the channel error rate
to 87%, which strongly shows that the attack is impossible to
succeed.

5SS is the abbreviation for StateShield in the figures.
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Fig. 7. Evaluation of defense robustness.

TABLE V
SERVICE-PRESERVING PROPERTY

Figure 6(d) to Figure 6(f) the effectiveness of mitigating
WE attack. Figure 6(d) shows the number of unique source
IPs reaching the protected host with the defense on and off.
StateShield can effectively compress the address space of
packets that probes the target for about 12 times. Figure 6(e)
shows that more than 90% of the attack packets have
undergone address compressor, and the number of unique
source IPs arriving at St is only about 8% of the number
of spoofed IPs in the original attack. Figure 6(f) shows that
when StateShield is turned on, the bit error rate of the covert
channel increases by more than 100 times, which means the
attack fails.

For ICMP-based ILCs (e.g., LF1, LF2, OF1, etc.), our
evaluation shows that the attacks can be detected within
0.1s after StateShield is initialized, and the latency from the
detection of an attack to the activation of IRA defense in the
data plane is within 0.01 seconds. With the activation of IRA
defense, the switch automatically replies to the ICMP request,
and the shared IPID counter of the target is no longer probed
by the attacker, in which case the attack fails.

D. Evaluating Service-Preserving Property for Legal Packets
We use Packet Arriving Ratio at St and Packet Response

Ratio at Sl measured on the communication between the
protected target host and legitimate server to evaluate the
service-preserving property of StateShield for legitimate
packets.

Specifically, we let Sa spoof legitimate server’s IP (i.e., Sl)
and send probing attack packets to the protected host St while
Sl and St are communicating. We evaluate the proportion of
request packets received by St from Sl and the proportion of
response packets received by Sl from St under UDP attack
(LE, WE) and ICMP attack (LF, OF) scenarios, respectively.
We repeated 20 experiments with StateShield turned on and
off, and the results are shown in Table V. For arriving ratio,
it can be seen that since the StateShield does not drop packets

when the defense is enabled, 100% of the UDP request packets
sent from Sl can reach St. Since StateShield will handle ICMP
packets and send responses on behalf of the target, the ICMP
request packet will not reach St when the defense is enabled.
For response ratio, regardless of whether the defense is enabled
or not, the ICMP requests sent by Sl can get 100% replies,
and the UDP requests sent by Sl have a reply ratio as high
as 99.999%, which indicates that StateShield does not incur
additional dropping of packets.

E. Evaluating Robustness of Defense

We measure the mitigation effectiveness under varying
Texpire, varying intensity of background UDP connections
(i.e., number of UDP sessions), varying intensity of back-
ground traffic rate and varying target configurations to evaluate
the defense robustness of StateShield. We elaborate on the
result with a focus on the most complicated case, i.e., LE.

Figure 7(a) to Figure 7(c) show the result on LE under
different Texpire (denoted as TE in the figures). Figure 7(a)
shows that as Texpire expands, the distribution of continuous
IPID growth varies. However, the majority of data points
remain below the expected threshold (i.e., 6). Note that in LE
attack, the attacker anticipates that the IPID growth triggered
by each spoofed IP will be consistently above 6 with high
confidence. Thus, the attack fails since this condition expected
by the attacker is disrupted by the StateShield defense. For
more details, Figure 7(b) shows the proportion of attack
packets undergoing address compressor and the proportion of
spoofed IPs that trigger IPID to increase continuously over
the expected threshold (i.e., 6) under different Texpire. Even
with a Texpire as large as 200ms, over 60% of the packets
can be successfully transformed, and more than 80% of the
spoofed IPs cannot achieve the attacker’s expected state. The
variation of the bit error rate shown in Figure 7(c) indicates
that when TE is 200ms, the bit error rate can also be as high as
19.6% (200 times higher than when there is no defense). The
above results show that StateShield can effectively mitigate
attacks under different Texpire and has good robustness. Note
that using excessively large values for Texpire would result in
an attacker’s single transient packet occupying register buckets
for extended periods, leading to inefficient utilization of the
limited register space. Therefore, we do not recommend setting
Texpire to excessively large values.
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Fig. 8. Evaluation of time overhead.

Figure 7(d) to Figure 7(f) show the result of defense
effectiveness against LE under varying background UDP
connections. According to [40], the 99th percentile value of
Internet RTT is approximately 100ms, so we selected 120ms
as a suitably large value for Texpire. We let Sa send attack
packets to St, and maintain a large number of connections
with St during each round of the attack. We evaluate the
defense effectiveness when maintaining 10, 100, 1000, and
10000 connections, respectively. Figure 7(d) illustrates that
as the number of background connections increases, the
distribution of continuous IPID growth varies. For the majority
of data points, it remains below the expected threshold of 6
(i.e., condition for attack success is disrupted). Figure 7(e)
shows that when there are 10,000 background connections,
63.4% of the attack packets undergo address compression,
and only 19.4% of the spoofed IPs can trigger the number of
IPIDs to continuously increase over 6. Figure 7(f) illustrates
changes in the bit error rate. When the number of connections
is below 1,000, the bit error rate exceeds 50%. With 10,000
connections, the bit error rate remains notably high at 26.6%,
which is nearly 300 times higher than the rate with no
defense. Therefore, when there is high-intensive background
UDP sessions, StateShield’s defense is robust.

We also verify that the defense is robust under varying
background traffic rates and different target OS configurations.
More details are provided in Appendix E.

F. Evaluating Time Overhead

We evaluate the processing latency of StateShield using
different-sized packets sent from Sl to St. As shown in
Figure 8(a), the average latency for processing UDP and ICMP
packets is about 0.873µs and there is no noticeable processing
latency change at the microsecond level for a StateShield-
enabled programmable switch.

We further evaluate the StateShield startup delay to
illustrate the real-time property of StateShield. For each
attack, we repeated the experiment 20 times to measure the
corresponding delay, and the result is shown in Figure 8(b). For
different attacks, there is no obvious difference in StateShield
startup delay, with an average of about 5.3ms, which is fast
enough to respond to ILCs.

VIII. DISCUSSION

Security of StateShield. It is challenging for attackers to
perceive the presence of StateShield’s defenses since DAM and
IRA are dynamically enabled only when ILCs are detected,
and their defenses don’t generate distinct traffic patterns
that can be easily observed by adversaries. Furthermore,
StateShield includes specific design features intended to create
challenges for potential attacks against it. Firstly, it’s difficult

to manipulate DAM to create additional potential side channels
because the security of DAM is strengthened through periodic
random switching of hash functions and virtual IP address
pools for mapping. Secondly, manipulating IRA to create other
information leakage attacks is not easily achievable since IRA
generates ICMP echo reply messages without direct interaction
with the protected target hosts.

Difference between DAM and NAT. DAM incorporates
unique and innovative designs specifically aimed at addressing
novel ILCs, setting it apart from the conventional Network
Address Translation (NAT) in terms of both design and
functionality. Firstly, Dynamic and on-demand address
mapping of DAM vs. Static and persistent translation of
NAT. DAM is only activated when detecting the state of
SrcIP Storm in a target, which is a dynamic and on-demand
security service, while NAT only provides static address
translation service. Secondly, Unknown and unlimited address
space of DAM vs. Fixed and limited address space of
NAT. DAM has to handle unknown and unlimited address
space because the spoofed address space used by attackers
is unknown and unlimited, while NAT only needs to handle
fixed and limited address space of the internal network.
These distinctions significantly amplify the complexity and
challenges in designing DAM.

Distinctions Between StateShield and Existing ML-
based Methods. StateShield differs from existing ML-based
methods in two key aspects. First, it employs attack-type-
specific indicators, which allows for more accurate detection
by capturing the unique characteristics of ILCs. In contrast,
methods like Kitsune [6] and Whisper [5] classify traffic based
on general anomalies without identifying specific types of
attacks, which limits their granularity. Second, many ML-
based methods focus solely on detecting attacks and rely on
dropping packets or flows identified as anomalous, leading
to unavoidable disruptions of legitimate traffic. StateShield,
however, uses a state-obfuscation-based defense mechanism
that avoids packet dropping, thereby mitigating attacks without
affecting legitimate traffic or causing service degradation (See
Appendix G for additional experimental evidence).

Handling False Positives in StateShield. In the context
of ILC scenarios, it is inevitable for the detection module to
generate false positives, especially when ILC attackers spoof
connectionless packets for probing. In addition to using ILC-
specific features to enhance detection accuracy, StateShield
improves upon existing solutions by avoiding the unintended
dropping of false positives. By employing state-obfuscation-
based defenses instead of dropping packets, StateShield
ensures that legitimate traffic is preserved even if mistakenly
flagged as malicious, maintaining service continuity and
minimizes negative impacts on legitimate traffic (Additional
experimental evidence is provided in Appendix G).

Extending StateShield to protect legacy devices of
global IPID counter. Since global IPID counter is
an insecure and outdated IPID allocation mechanism that
mainly exists in uncommon legacy devices [23], StateShield
primarily focuses on addressing attacks against non-global
IPID allocation mechanisms due to their prevalence and
increasing significance in modern networks (as highlighted
in [23]), which are currently the prevailing choice among
mainstream operating systems [1]. Although global IPID
falls outside the problem scope defined in our threat model,
StateShield can still be extended to defend against global
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IPID-based ILCs when necessary, requiring only minor
adjustments within its existing framework. These adjustments
only involve integrating a straightforward IPID statistical
analysis component to identify global IPID target hosts
in the protected subnet and implementing dynamic hash-
based mapping operations on IPIDs generated from these
targets. The hash functions utilized in DAM can be reused,
and StateShield’s defense mechanisms against non-global
IPID attacks remain unchanged. Our preliminary experiments
suggest that these adjustments can automate the discovery of
potential legacy devices with global IPIDs and transform their
IPIDs from sequential to dynamic and non-sequential (the
occurrence of sequential IPIDs becomes negligible, reaching
a ratio of 0 percent in our tests utilizing a basic CRC for
mapping).

Future Work. StateShield can be extended to defend
against other attacks that rely on similar attack vectors over
connectionless protocols. For example, the attack vectors of
smurf attack (ICMP), ICMP flood, and UDP flood closely
resemble the ones studied in this paper, differing mainly in
their higher intensity and distinct consequences. The required
modifications for expanding StateShield for those attacks
include implementing DDoS-adapted detection thresholds and
mitigation mechanisms to handle the overwhelming flooding
packets. We plan to explore these extensions in future work.

IX. RELATED WORK

ILCs based on Shared Resources. Shared resources such
as IPID counter, ICMP rate limit, global challenge ACK
rate limit, etc., have long been abused to construct side
channels and covert channels [1], [2], [3], [4], [41], [42],
[43]. The major solutions proposed for the ILC vulnerabilities
are fixing the vulnerable protocol with OS patches, and some
old vulnerabilities have gradually been fixed as time goes by.
Our work focuses on a novel type of ILCs, i.e., the recently
proposed ILCs based on connectionless protocols(e.g., [1], [2],
etc.), which is challenging to defend and can be exploited
by attackers to cause significant security consequences on the
current Internet.

Network Timing channels, Storage channels, and their
Mitigation. Network timing channels [15], [16], [44], [45],
[46], [47], [48] and storage channels [17], [18], [19],
[49], [50], [51] have been extensively studied for a long
time and belong to traditional network covert channels that
are different from connectionless ILCs. Existing work has
developed a series of defenses to mitigate storage and timing
channels [11], [19], [20], [21], but they are incapable of
mitigating connectionless ILCs in our problem scope due to
the huge difference in attack behaviors.

Attack detection. The academic community has proposed a
series of solutions for attack detection(e.g., [5], [6], [31], [32],
[33], [34], [35], [36], [52]). They use various features such as
flow [31], [34], packets [6], [35], and frequency domain [5],
[33]. However, these methods neither cover ILCs nor provide
fine-grained defense against ILCs.

Defenses on the programmable data plane. The
programmable data plane has been used for network security
applications, such as Netwarden [11], Poseidon [7], Jaqen
[8], Ripple [9], and Mew [10]. Netwarden is designed for
mitigating network storage and timing channels, Poseidon
and Jaqen are designed to mitigate volumetric DDoS attacks,

and Ripple and Mew are designed to mitigate link flooding
attacks. All of those defenses are orthogonal to StateShield
with respect to problem scope and mitigation method.

X. CONCLUSION

In this paper, we present StateShield, a real-time defense
system against state-of-the-art information leakage channels
over connectionless ICMP and UDP. It is the first in-network
system to mitigate connectionless ILCs in real-time while
inflicting minimal unintended dropping of legitimate packets.
StateShield achieves this with efficient detection and on-
demand defense components against ILCs in the data plane.
In the core of StateShield, two novel defense components
based on state obfuscation are designed to mitigate the
risk of ILCs automatically without dropping packets. Our
evaluation demonstrates that StateShield can effectively
mitigate various ILCs without hurting the services over
legitimate connectionless packets, and the defense provided by
StateShield is robust under high-intensive background traffic.
StateShield moves the first step towards real-time and service-
preserving mitigation against connectionless ILCs.
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